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FOREWARD

For the second year 1n a row The International Conference on Lasers 1988 was held at

Lake Tehve, Nevada from December 4 - 9, 1988. It certainly 1s one of the most beautiful
spots on earth and this year's snow was a quantum level better than the previous season so
that the skl enthusiasts had an opportunity to test their skills. The conference began
wlth 2 very much enlarged list of short courses on Sunday and provided an excellent
Jpportunity for these i1nterested 1n getting a more than cursory glance at topics of
interest to them but not within their expertise. The conference strungly encourages
1ndividuals 1nterested 1n giving courses to contact next year's program chairman and co-
chairmin. The conference nragram conslisted of over 300 papers. The strength of the
conference continuyed toc be In the areas of laser physics and laser technology, and
coenstituted 400 of the sessions.  We continued to schedule a strong set of plenary papers
Llat encompass tepics an all areas of quantum electronics. Many technology oriented

articipants at the conference have especlally expressed their appreciation in having the
":wurtunxty te listen to research 1n progress of a more fundamental nature. We were

especlally hearteneg by comments from many conference participants on the high quality of
tne papers presented.  Frdank Duarte and I would very much like to thank the program
committes ror their excellent effort in this regard. For in the last analysis this 1s the
only 1mportant gauye to judge the success of a conference.

Tha theme of the conference 1n 1988 was on high power lasers and began on Monday with
tne keynote address by Dr. Charles Brau of vanderbilt University titled The Develgcpment
ST Vary High Power Lasers. Charlie played an important role in the development of the gas
¢ynamic €O, Taser, 1s the co-inventor of the rare-gas halide excimer system, and was the
TroSran ﬂaaager of the Los Alamos National tLaboratory's free electron laser effort. There
£ cheduiod six plenary talks on various types and topics of high power laser
1o3y. In addition to the usual strong sessions on laser physics and technology,
car Profs. Viadimir Dantlychev and V. V. Apollonov graciously organized three
s on high power lasers research in the Soviet Union.

=
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Effcrts were made to organize sessions on emerging technologies that are potentially
ng to be very 1mportant in the future. These included topics on optical neural
wirks and Yiber lasers. The panel discussions this year were on high power dye laser
hnolagy and tne status of Laser Radar/Lidar. The dye lasers discussion comes
time when commercial usage 1s i1ncreasing rapidly while a number of defense programs
rerminating. The use of lasers for lidar 1s an important program at SDI but more
gnificant 1s 1ts increasing importance in pollution and effluence meonitoring as federal
indards are made more stringent.
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Prizes for the two best contributed papers this year were again sponsored by EG&G
Princeton Applied Research with gold-plated plaques donated by Eastman Kodak. The
nominating committee consisted of M., 0. Scully, L. W. Hillman, F. J. Duarte and R. . Sze.
Thi1s year the prizes went to:

S. Benscn zand J. M. J. Madey of Stanford University for their paper titled
"Demonstration of Harmonic Lasing in a Free-Electron Laser"

and to:

J. Gea-Banacloche of the University of New Mexico and L. M. Pedrottl of the
University of Dayton for their paper titled "Laser Coupled to a Squeezed
Loss-Reservoir"

The conference was also the place chosen for the initial presentation of the Einstein
Prize for Laser Science which is cosponsored by industrial and university affiliates.
This year Professor Marlin Scully of the University of New Mexico and the Max-Planck
Institut fur Quantenoptik presented the prize. The prize was shared by

Prof. H. Walther of the Max-Planck Institut fur Quantenoptik and
Prof. S. Haroche of L'Ecole Normale Superiore, France and Yale University

for "Pioneering Contributions to Cavity Q.E.D. and the Development of the Micromaser.




Finally, We are indebted to the organizations who contributed financially to this
conference. Their help allowed many scientists to attend the conference especially from
overseas that would not otherwise have been possible. These organizations include the
Society for Optical and Quantum Electronics, Los Alamos National Laboratory (Chemistry and
Laser Science Division and the Laser Fusion Program Office}, The Eastman Kodak Company
(Photographi. Products Group, MCED and the Laboratory Research Products Division), EG&G
Princeton Applied Research, the US Army Research Office and US Air Force Office
of Scientific Research (EOQARD).

Robert C. Sze
Los Alamos National Laboratory
Program Chairman
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THE DEVELOPMENT OF VERY HIGH POWER LASERS

C. A. Brau
Vanderbilt University
Nashville, TN 37235

Abstract

The development of high power lasers using excitation by electron beams and by transverse discharges of high pressure gases

as in CO, and rare gas halides, and the use of high energy electrons in free-electron lasers are discussed.

This morning I am going to speak to you about garbage disposal. You probably didn’t come here to listen to a lecture about

garbage disposal, but this is the key concept in the development of very high power lasers.

The problem with operating lasers at very high power is getting rid of the waste heat. By high power, I mean high average
power, rather than high peak power. For this reason, glass lasers, which produce enormous peak power in exquisitely short
pulses, don’t compete in the world of high average power. You simply cannot cool them very rapidly. The heat must diffuse to

the surface of the glass, where it can be removed, and this is a slow process.

Gas lasers do somewhat better. Diffusion is faster in gases because they have a longer mean free path. But the real
breakthrough was the garbage disposal principle, which was conceived at AVCO Everett Research Laboratory in the late 1960’s.
It works as shown in Fig. 1. In a conventional laser, the heat is removed in a time which I'll call the diffusion time. Ty
Since diffusion is a random-walk process, the time for heat to diffuse to the surface is just the square of the number of steps to
reach the surface (of the order of D/A times the time per step (A/C), where D is the diameter, A is the mean free path, and T is

the mean molecular velocity. The diffusion time is therefore

Towre ™~ (D/M(D/G)

The garbage-disposal concept uses gas flow (convection) to remove the waste heat. The cooling time, which I'll call Ty, is

just
Teoww ~ DIV ~ DfE

for a flow velocity v of the order of the speed of sound (which is of the order of the mean molecular speed ). Clearly, the

diffusion time is long compared with the convection time

Towe Teony ~ D/A.

For a gas at one atmosphere pressure, A ~ 107 m. For a large device with a diameter of 1 m, the diffusion time is therefore of
the order of 107 times longer! All things being equal--which they never are--the convective laser will have a power 107 times

greater than the diffusive laser, under these conditions.




GARBAGE-DISPOSAL PRINCIPLE:
FLOWING MEDIUM REMOVES WASTE HEAT
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Fig. 1.

Back in the late 1960's, this factor of 107 seemed worth investigating. But what laser should the idea be tried on? An
innovative proposal, called the gasdynamic laser, was put forward to use the flow itself to create the population inversion in a
CO, laser. To see how this works, let’s look first at the energy-level structure in CO,, shown in Fig. 2. We see there that the
upper laser level, the 001 level, is very close to the first vibrational level of N,, and couples very strongly with it. To create the
inversion, the gas is heated to a high temperature, as indicated in Fig. 3, and then expanded rapidly through a small, supersonic
nozzle. At the initial high temperature, the nitrogen vibration becomes excited, albeit weakly. During the expansion the nitrogen
vibration relaxes slowly and ends up at a high temperature, about that of the nozzle throat. The lower laser level is also excited
at the initial high temperature, but during the expansion it couples to the 020 level which relaxes rapidly in the expansion and

cools to a low temperature with a small population of the 100 level.

The very first experiment that was done at AVCO was a shock tube experiment. Instead of having an actual burner to
create the hot gas, they used a shock wave to heat the gas. The shock wave reflected off of the end wall, where the nozzle was
placed, and that left a stagnant region of hot gas, which expanded and gave an inversion, and everything worked splendedly.
They used an old shock tube, for a quick and dirty experiment, and it worked like a charm. Well, flushed with success, they
felt justified in doing a better experiment, so they got a new shock tube and a new nozzle and everything else and it didn’t
work, as you might have expected. As it turned out, the reason the first experiment worked was because the old shock tube was
dirty and the pump oil decomposed and formed water and stuff like that, and that water is very useful for deactivating the lower
laser level. So when they put water back in the mixture, the new experiment worked too. It worked out so well, in fact, that
then they had to do a real experiment with a burner and all.

Eventually, some months later, they did an experiment that looked as shown in Fig. 4. At the right end is the actual burner
where they bumed cyanogen, which of course is nasty stuff, expanded through a bunch of nozzles between the burner and the
window, and the supersonic flow then went downstream. They were able to lase at the poini in the flow where the window is
positioned. Now, to show you the importance of the garbage disposal principle, at the time this experiment was done, the
second most powerful laser in the world, so far as we were aware, was a big non-flowing, diffusion-cooled CQO, laser, quite a
large device, and it had a power of about a kilowatt, whereas this device ran at 135 kilowatts. So flow makes a big difference.

Now, those were exciting results, and in fact, eventually, a device somewhat similar to this was built by Pratt and Whitney,
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installed on a jet plane and used to shoot at air-to-air missiles that were fired at the plane. I’'m told that the missiles had no
warheads and didn’t even have range enough to reach the plane, which shows you how much confidence they had. But

neverntheless, those were important advances at that time.

On the other hand, as you may have noticed, the amount of energy that actually went into the upper laser level was very
small. At 1400 K, the excitation of nitrogen vibration is not very great. So the efficiency of this device was rather small. It
became interesting, then, to find a way to excite the nitrogen vibration directly without having to excite the whole gas. Well,




electron collisions excite nitrogen vibration very nicely. In fact, if you just put an electric field across the gas, and you have a
few electrons around, the nitrogen gets excited very nicely--and the electric discharge goes out. But if you take a small electron
beam and vou create electrons in the gas, then you get a nice stable discharge. If you turn the electron beam off, the discharge
goes out. If vou tum the electron beam on, the discharge goes on again. And the whole thing is very stable because the rate of
loss of electrons is quadratic in the number of electrons because of the collision processes that occur. In fact, the idea was
simultaneously, within weeks as far as [ can tell, independently discovered at both Los alamos and AVCO. But the principle of
garbage disposal still applies. Here’s an example of that. Figure 5 shows the so-called humdinger laser at AVCO. You can see
that the electronic beam which is providing electrons for the discharge is on the right side of the flow, which goes up toward the
ceiling.  They were able to get greater than 500 J per pulse at greater than 100 Hz rep rate. So garbage disposal works very

nicely.

REP-PULSED CO 2 LASER (HUMDINGER)

STRUCTURE OF RARE GAS MONOHALIDES

\ / M*+ X
~ %
SELF \ L/; / M +X

10N

M+ X"
ABSORPT,

\ M’ X (35) -STRONGLY BOUND,

IONIC LIKE ALKALI HALIDE
BROAD

BAND  [JLASER TRANSITION (3z<%%)
®n-%m)
X

\ \&(z I} -STRONGLY REPULSIVE, COVALENT
3

_—-T M+X

MX(25) -WEAKLY ATTRACTIVE, COVALENT
THERMALLY UNSTABLE

M X Cm)

ENERGY

INTERNUCL.€AR DISTANCE
Fig. 6.




Well. the next thing that came along was the excimer laser. 1I'm going to skip over chemical lasers, in part, because there
are a couple of talks coming up on chemical lasers that will tell you all about that, and in part because I don’t know much
about chemical lasers. Bur excimer lasers are interesting because one of the problems of CO, lasers is the wavelength. You
can’t focus 10 micron radiation at very large distances. So we looked around to find a short wavelength laser, and the one that
came along was the so-called rare-gas-halide excimer laser. Now, the way these rare gas halide excimers look is shown in
Fig. 6. This is a diagram which shows the energy of the molecule as a function of the distance between the two atoms, the
atoms being the halogen and the rare gas atoms. Now, you all know that noble gases, rare gases, don’t create molecules in the
ground state.  Well, that’s almost true because you can actually create xenon difluoride, and that’s a weakly stable gas. But
most of the rare gas halides are so weakly bound that they thermally decompose at room temperamre. Now in the upper level,
what happens 1s you take a positive ion of the rare gas plus a negative ion of the halogen and those two attract one another with
a Coulomb attraction. until finally they bump into one another and have a minimum in the potential curve, and this forms the
upper laser level of the molecule. You can lase from the upper level to the lower laser level, which is thermally unstable and
immediately comes apart.  So you have a nice way of achieving an inversion in a transition at a wavelength in the near
ultraviolet. Now. there are two ways to form these molecules. You can either begin with ions and let them attract one another
and recombine along that Coulomb curve, or you can begin with an excited rare gas atom or an excited halogen atom. When an
excited atom and a ground-state atom come together, they under go a transition to the ionic state, and then recombine as before.
So you can create the upper laser level either by exciting the molecules or atoms or by forming the ions. Both those processes
are extremely efficient and are easy to do in electrical discharges. Now in fact, in a discharge you preferentally form excited
staies, which is nice because they're lower energy. On the other hand, discharges in mixtures of rare gases and halogens are not
stable because the recombination of the electrons takes place by a different mechanism than it did in the CO,. So ir’s not

possible to use discharges for high power lasers.

c A

T
7 Lot

:[

Fig. 7.




For low power lasers, you can avoid the fact that the discharge is unstable by having a very brief discharge, but this was
discovered only later. The first experiments used just the electron beam, but we turned the electron beam up to hundreds of
amps per square centimeter. Electron beams simply deposit their energy in the gas, the energy takes the form of both ions and
excited states, and the upper laser level is formed with an overall efficiency approaching 50%, which is pretty good. The first

experiment that we did is shown in Fig. 7. The flange shown there is the end of the electron beam gun, with the gas cell built
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into it. In the space of a few weeks, we had actually observed lasing on xenon fluoride, krypton fluoride, xenon chloride and
something that we didn’t know. It later turned out to be iodine. Iodine wasn’t the experiment we were trying to do, but the
experiment lased on iodine instead of xenon iodide, which we had been looking for. Again, the garbage disposal principle still
works. Figure 8 is a picture of the EMRLD laser built at AVCO, which operates at about 4 kilowatts. In this case, two
electron beams excite the gas, one from either side. The gas flows around a loop so that it can be removed hot from the laser

cavity, and then cooled before it’s returned to the laser.

Well, that works very well. At 300 meters a second gas velocity, you can put a lot of gas through there and get a lot of
power out. But you can do a lot better than that with electrons. Electrons travel the speed of light, which is 3 x 10° meters per
second. That's a factor of a million faster than gases flow--and a factor of a million helps. So the next idea that came along
that seemed really good was the free electron laser. The free electron laser, as I'm sure you all know, consists of an electron
beam passing through a magnetic field, as shown in Fig. 9. As the electrons go through this magnetic field, which points
alternately up and down and up and down, the electrons are deflected left and right and left and right. If you put yourself in a
coordinate system moving along with the electrons, they simply appear to be moving back-and-forth, so they emit dipole
radiation. In fact, they emit dipole radiation in every direction, but because they’re traveling at almost the speed of light, when
you transform back into the laboratory frame, the light appears to be going almost entirely in the forward direction. Therefore,
an observer looking at this light sees the light Doppler shifted to a much higher frequency. The frequency conversion is such

that if you have a two centimeter period for the magnetic field, and you have 100 MeV electrons, which is a modest energy for

an RF accelerator, then you get light in the green part of the spectrum.
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Clearly, by changing the electron energy, you can change the Doppler shift and change the wavelength of the light coming
out. So the neatest thing about free electron lasers, at least the first and most obvious thing about free electron lasers, is the fact
that you can tune them to all different wavelengths. That’s aiready been done. Figure 10 shows the variety of different
wavelengths that have been achieved with free electron lasers. In fact, at Livermore, Naval Research Laboratory and other
places, they’'ve made free electron lasers lase out to the centimeter region. There are two things you ought to notice. The first
is that it has been possible to tune free electron lasers over a broad wavelength region in different experiments using electrons of
different energy from different kinds of accelerators. The other thing is that even with one accelerator, one installation, it has
been possible at Los Alamos to tune the electron energy over a factor of three or so, and get an order of magnitude tuning from
about 4 microns to 40 microns. At Santa Barbara, they lased from 120 microns to 800 microns, and that's a factor of seven
wavelength tuning. Those are already, so far as I'm aware, the broadest tuning range of any laser of any type. The shortest
wavelength that’s been achieved by straightforward lasing is in the near ultraviolet. That was achieved recently by a group at
Novosibirsk. The people at LURE, near Paris, have gotten harmonics out of their free electron laser down to 0.1 micron. The

harmonics were pretty weak by the time they got out to 0.1 micron.

Free-electron laser oscillators
span a broad wavelength range
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What are the advantages of free electron lasers? Certainly you can tune the wavelength by varying the electron energy. And
in fact, you can tune it by small amounts by changing the magnetic field. More important for some applications, free-electron
lasers can go to high power because you have very rapid heat rejection by the garbage disposal principle. In addition, it’s also
true that accelerator technology is very highly advanced. Of course, free-electron lasers demand things of electron accelerators
that other applications don’t need. so that development is required. Nevertheless, high power accelerators are well develeped and
quite reliable. At Stanford, for instance, the SLAC accelerator, which is two miles long, much bigger and more complicated than
anything vou would need for a free electron laser, runs 24 hours a day, seven days a week, month after month. The average
electron beam power is 200 kilowatts, and the accelerator boasts 90% availability during scheduled operating time. For a laser,
that reliability would be pretty good. I'll show you in a litle while that good optical quality is another property of free electron
lasers, and lately, we've been having some success at getting high efficiency. In fact, the overall efficiency can even be

improved 1f the energy left over in the electron beam is recovered. We demonstrated that at Los Alamos.
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I showed vou a lot of ditferent wavelengths that had been achieved at different installations. Those wavelengths were
achieved by using different electron energy from different types of accelerators. There's not a direct correlation between the
electron energy and the wavelength because there is some latitude in the design of the magnetic field, but there’s a rough
correlation, as shown in Fig. 11. The wavelength is quadratic in the electron energy. To get different electron energies, you use
ditferent kinds of accelerators. At the low electron energy end, you can use Van de Graaff's. For a little higher eleciron
energy. you can use microorons. As you go up in electron energy, you can use induction accelerators, RF accelerators, and
finally storage rings. As you go up in energy you go down in wavelength, of course, and as you go to different wavelengths.
there are a variety of different applications, as indicated. The various applications overlap in the wavelengths they want, but you
can do materials research and chemistry in the ultraviolet. Star Wars applications seem to require somewhere around a micron,
and in the near infrared, medicine and surgery look like attractive applications. Finally, at long wavelengths, solid state physics

is very interesting.  We're going to talk today mostly about the high power applications epitomized by Star Wars.

[ should point out that of the accelerator types that seem useful for getting to wavelengths around a micron, there are two
that really lend themselves to high-power operation. The first is the induction linac and the other is the RF linac. Although
storage rings can be used for near-infrared wavelengths, they don’t operate well down at those wavelengths.  The problem is that
the electron beam is recirculated in the storage ring. When it goes through the wiggler magnet, the electron beam gets heated
up. The next time it com.s around to go through the free electron laser, it's not in a suitable form for lasing and you have to

wait a while until the temperature cools down. So it's difficult to get storage rings to go to high average power. Thus, the two
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competing technologies for high power free electron lasers are RF linacs and induction linacs. I'll start off with RF linacs. An
RF linac. or radiofrequency linac, works as shown in Fig. 12. You have a set of cylindrically symmetric resonant cavities, your
basic pill box. and you have inside each cavity an electromagnetic field resonating at, typically, one to three gigahertz, so the
cavities are of the order of 10 centimeters or so in diameter. Now, the fields that you can get oscillating in these resonant
cavities have a much higher breakdown threshold than a D.C. field would have, and therefore, you can get, in a space of a few

centimeters, voltages as high as a million volts or more per cell. So what you do is you stack a whole bunch of these cells

Fig, 13
Fig. 14.




ogether--people have done it for up to two miles--and you can get very high electron energy. But because of the fact that you
get 4 million volts per cell, vou can get the kind of energies you're interested in for free electron lasers in a relatively small
space.  These cavities are fed by a klystron, which feeds one cavity from which the power is distributed to the other cavities by
coupling cells. Because of the fact that these fields are oscillating, you can accelerate electrons only during the small part of the
RE cycle when the field s @ maximum. So you have to have your electron beam formed into bunches, and you do that in the
tollowing way.  You start off with an electron gun. This emits electrons which you run through what’s called the buncher. The
buncher is just a small accelerator timed in such a way that the beginning of a puise from the gun arrives during the decelerating
phase. and the end of the pulse arrives at the accelerating phase. The back of the bunch gets speeded up, the front of the bunch
gets slowed down. and by the time the bunch moves from the buncher to the accelerator, it has collapsed down from a bunch
that's maybe a few feet long 10 one that's maybe a few millimeters long. If you time the bunches to arrive at the accelerator at
the nght phase, the bunches are accelerated very nicely and you can get very small energy spread, a percent or less. Figure 13
shows a picture of a typical RF accelerator, namely the one ar Los Alamos. Each of the two accelerator sections has an
acceleration of 10 million vols.  Electrons come out of the accelerator, which is only a few meters long, at 20 MeV. The
electrons are then directed into a wiggler, which looks as shown in Fig. 14. The period of this wiggler is about 2-1/2

cenumeters. The overall length is one meter, so there are about 40 periods overall.
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I mentioned earlier that one of the nice propertics of free electron lasers is the diffraction-limited optical-beam quality. In an
experiment that was done at Los Alamos we found that the Strehl ratio was about 0.92. In other words, the optical beam was
1.04 times diffraction limited. [t's worth pointing out that the experimenters did everything they could to misalign the optical
cavity and misalign the electron beam. By doing so, they could turn the laser off but they were never able to get an optical
beam which was worse than 1.04 times diffraction limited. The reason for this is not that it’s a free electron laser. It's not that
magical. It's because of the fact that free electron lasers typically operate with an optical cavity which has a Fresnel number not

much greater than one, and the optical cavity just doesn’t support higher order modes.

The other competitor for the high power application is the induction linac, which is being promoted by Livermore. An
induction linac works quite differently from an RF linac. An induction linac looks sort of like a one-to-one pulse transformer, as
shown in Fig. 15. Each induction cell consists of a ferrite transformer core with a one-turn primary winding driven by a pulser.

Clearly, if you have a secondary winding going around that transformer core, you induce a voltage on that secondary winding.
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Now, if the secondary winding goes along the axis and then closes at infinity, you know that the only contribution to the voltage
15 along the axis, where the magnetic field is strong. If the secondary is the electron beam itself, the primary winding voltage
shows up as an acceleration of the electrons by the same voltage. If you stack up a whole sequence of those transformer cores,
you can accelerate electrons to whatever energy you like. The nice thing about induction linacs is that they have relatively long

pulses. maybe 50 nanoseconds long, and they accelerate exwemely high current. They’re basically very low impedance

accelerators.  So vou can accelerate something like 10 kiloamps through an induction accelerator.

-

-

Fig. 16.

You can achieve tremendous laser amplification because of the fact that you have such high electron beam current. On the
other hand, with 15 nanoseconds there is not enough time to operate as an oscillator. There’s no time for the oscillator to start
up. so you run the free-electron laser as an amplifier, using something like a CO, laser or a YAG laser, or at very long
wavelengths, a magnitron, as your master oscillator. The largest such device is being built at Livermore. Figure 16 is a
photograph of the 50 MeV electron accelerator called ATA. It’s quite a large device, as you can see. The wiggler is also quite
large, in fact, as shown in Fig. 17. The wiggler at the stage shown is 15 meters long; it’s going to be 25 meters long at the
completion of the experiment. The master oscillator is a CO, laser. For the 15 meter experiments, the results are very
encouraging. Prior to the 10-micron experiments at 50 MeV, they did some experiments at very long wavelength, around a
centimeter, using a 3.5 MeV electron beam. In those experiments, they were able to get as much as a gigawatt peak power with
an efficiency of 35%. By that, I mean a conversion of 35% of the electron energy into light, which is really remarkable. 1t’s
also remarkable that the theoretical predictions and the experimental results agreed so well. That’s characteristic of free electron

lasers, I should point out.

Both RF linacs and induction linacs have had their successes, as summarized in Fig. 18, RF linacs have gotten 4% extraction
at 10 microns, much smaller extraction at a visible wavelength of half a micron. It’s characteristic of free electron lasers that
everything gets harder as you go to shorter wavelengths. Induction linacs have achieved 35% extraction at a wavelength of
approximately a centimecter. They're just beginning experiments at 10 microns, and the best that has been achieved is about a

tenth of a percent extraction efficicncy. The objective of both the induction and RF linac experiments is much higher efficiency

"




than shown in Fig. 18, and those are experiments in progress.

How is one to decide between these two technologies? That's a very difficult issue. And at the risk of enormously
oversimplifying things, [ would summarize the most serious problems for each technology as shown in Fig. 18. For RF linacs, I
think that the biggest problem is going to be that of optical damage to the resonator. As I explained, RF linacs operate with an

oscillator configuration, and although they can use an amplifier following the oscillator, they don’t have high enough gain to start

Fig. 17.

RF LINACS AND INDUCTION LINACS ARE

COMPETING FOR HIGH - POWER APPLICATIONS

RF linac Induction {inac
L% extraction @ 10um 40% extraction @ 1cm

0.05% extraction @ 500nm 0.1% extraction @ 10um
Problem: optical damage Problem: e-- beam brightness
Fig. 18

from a very small master oscillator and amplify up to a high power, so they have to have a powerful oscillator configuration in
there somewhere. And because of the fact that the optical beam is highly columnated, you tend to hlew away your optical
components, and the resonators get extremely long, hundreds of meters long. And still, you have problems of optical damage.
On the induction linac side, there is no high-power optical resonator for the free electron faser. That's the advantage of an
amplifier configuration. So the problem of optical damage, while it’s still around, is reduced because of the opportunities you
have in minning a free electron Jaser as an amplifier rather than an oscillator. 1 think the biggest problem for the induction linac

is that of getting electron beam brightness adequate for operating at short wavelengths. It's been that problem as much as any
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that's prevented Livermore from getting higher extraction efficiency than they’ve observed in the 10 micron experiments. At the
present time, recent results show that they’re about a factor of three low in electron beam brightness, and a factor of three or so

low in electron beam current, compared with where they want to be for high-power applications.

Continuing this oversimplification then, you might look on the competing technologies as geuing to high power and short
wavelength in the following way. Induction linacs lend themselves to high power. In fact, in the first experiments they got, a
gigawatt of peak power. This is not the same as a gigawatt of average power, but nevertheless, induction linacs represent a
technology which can go to high power relatively easily. On the other hand, the electron beam problem and some others make
it difficult for induction linacs to go to short wavelengths. So they’re going to reach high power and short wavelengths by going

to high power first. RF linacs, on the other hand, as I showed you, have run already down to half a micron, which is a shorter

wavelength than vou really need. Their problem is going to high average power, largely because of the damage to the optical

components of the system. So RF linacs will go (have gone) first to short wavelength and then to high power.

It's even possible that the two approaches don’t have to converge to the same point because there are ground based lasers
and space based lasers. Space based lasers like to have shorter wavclengths because they can propagate the beam with smaller
mirrors than longer wavelengths. Space based lasers must <lso be compact and light weight. Ground based lasers, on the other
hand, don’t mind being in the near infrared, but rcquire higher power because of atmospherc and relay losses. So it’s possible
that RF linacs will lend themselves to space-based deployment, while induction linacs, beczuse of their much larger size and
longer wavelengths, will lend tiemselves to ground-based deployment. It’s possible that RF iinacs can reach the power required
for ground-based deployment as well as the wavelength required for space-based deployment. It’s also possible that neither

technology will reach the power required for either application. Time will tell.
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Abstract

When Humpty-Dumpty had his great fall nobody could put him together again. A vastly more moderate challenge is
to reunite the two partial beams of a Stern-Gerl : "1 apparatus with such precision that the original spin state is recovered.
Nevertheless, as we demonstrate, a substantial loss of spin coherence always occurs, unless the experimenter is able to control
the magnetic field’s inhomogeneity with an accuracy of at least one part in 10°.

Introduction

Contemporary research is dominated by observations
on quantum systems. A thorough understanding of the
role played by macroscopic devices in such measurements
on microscopic objects is, therefore, mandatory for a com-
plete, consistent interpretation of these observations. Un-
fortunately, some subtle features of such measurements are
still controversial among theorists although one might think
that the arguments among Bohr, Einstein, Heisenberg, and
others, six decades ago, should have settled the issue. Most
of the well-known “paradoxa” of quantum mechanics, which
were the main topics of those historical debates, concern the
loss of interference properties resulting from the measure-
ment of one observable when some knowledge about a com-
plimentary one was available before the measurement took
place. For instance, if a Stern-Gerlach apparatus (SGA) is
used for measuring the z-component of the magnetic mo-
ment of a spin-1/2 particle, the prior property of being po-
larized in, say, the z-direction is lost in the course of the
measurement. There is no disagreement about the fact that
microscopic coherence 1s destroyed during this observation
(it can be confirmed experimentally), but the effect on spin
coherence of the process of separating and then reuniting
the two partial beams in the SGA certainly requires further
study.

To address this problem we consider a SGA of the kind
depicted in Fig. 1. In the first half of the apparatus the
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Fig. 1. A schematic nonselective Stern-Gerlach apparatus
of length L = 4 x L/4.
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beam of spin-1/2 particles is split macroscopically by the in-
homogeneous magnetic field, thereby separating the parti-
cles with different 2-components of their magnetic moments.
Then, in the second half, the two partial beams are reunited,
and a single beam emerges. By blocking one of the partial
beams this apparatus can be used to select particles with a
definite z-component. While the possibility of performing
such a selective measurement is essential, no selection will
actually be made. It is the objective of the present paper to
find out whether, and to what degree, spin coherence can
be maintained in such a nonselective measurement.

Prof. David Bohm, to whom we are pleased to dedicate
this paper, offers, in his well-known textbook on Quantum
Theory,' the following remark concerning this question: “If
the {...) magnetic fields (...) are set up in exactly the right
way, {...) the two wave packets can be brought together into
a single coherent packet. Although the precision required
to achieve this result would be fantastic, it is, in princi-
ple, attainable.”? We shall establish quantitative statements
about this “fantastic” accuracy by setting limits on the un-
controlled, irreproducible variations in the magnetic field
that are tolerable. Only then can one decide whether a co-
herent spin-1/2 beam can be split and “put together again,”
or if it shares Humpty-Dumpty’s fate.®

The present paper does not deal with the limits on the
control of the fields in the SGA that are implied by funda-
mental quantum effects. That would require a calculation
that takes into account the quantum properties of the fields.
We intend to return to this problem on another occasion.
Here we are only concerned with the other side of the coin:
how well must the experimenter control the SGA to ensure
that no substantial loss of spin coherence occurs as a result
of the quantum properties of the particles?

Why should it be so difficult to maintain spin coher-
ence? The essential features of the following qualitative ar-
gument are due to Heisenberg.* Consider the first stage of
the measurement in which the SGA splits the beam macro-
scopically. This is achieved by applying a force F in the
z-direction to those particles with one spin orientation, and
a force —F of equal magnitude but opposite direction to
the particles with the opposite spin orientation. With these
forces acting for a total time T, the momentum transferred
to one of the particles is equal to FT in magnitude. In order




to split the beam this must be large compared to ép, the
spread in momentum prior to entering the SGA:

FT > 6p, (1)

where > stands for a factor typically of order 10° in a practi-
cal experiment. The force F originates in a spatially depen-
dent potential energy E,F = —0E/dz, which energy con-
tributes to the phase of the wave function, the total change
being —ET/h. Since different parts of the wave function
probe the potential energy at different points in space, this
phase varies within the wave packet as a consequence of the
snread £z in position. The phase has therefore an uncer-
tainty given by

—8ET/h = —2262T/h
FTéz/h > épbz/h > 5,
> 1,

§(—ET/h)

(2)

where the relation (1) and Heisenberg’s uncertainty princi-
ple have been used. Note, in particular, that these large
phase variations are an implication of the requirement (1)
that the beam is split macroscopically. To avoid a possible
misunderstanding, let us emphasize that (2) does not refer
to the relative phases of the two partial beams but expresses
the dispersion of phases within each individual beam. It is
this phase dispersion that must be reversed during the fo-
cusing of the beam in the second stage of the nonselective
measurement. The necessary extremely fine tuning of the
SGA, beyond that required for spatial focusing, is what is
so difficult.

Modeling the SGA

We associate Pauli matrices & =
5-spin of the beam particles so that

(6.,0,,0.) with the

(3)

is their magnetic moment. in the SGA of Fig. 1 the par-
ticles run along the y-axis, passing through (the center of)
a magnetic field B, directed along the z-axis, which has a
strong z-inhomogeneity. The resulting force

&= pué

F=v- ) (4)
splits the beam and then, it is hoped, focuses it, both spa-
tially and in spin, before it leaves the SGA. The spatial de-
pendence of B is somewhat complicated. In particular, there
are the transition regions where the beam enters and leaves
the various segments of the SGA which require an essen-
tial y-dependence of the magnetic field. Further, Maxwell’s
equation V-8 =0 implies that, in addition to a field gradi-
ent in z-direction, there must also be one in the z,y-plane.
For the sake of simplicity we model the SGA by adopting
{provisionally) these assumptions:® that the spin-1/2 par-
ticle maintains constant speed along y, permitting the y-
dependence of the field to be replaced by a t-dependence;
that the z- and y-components of the field are not signifi-
cant; that the z-displacement is sufficiently small, relative
to the center point z = 0, to justify the linear expansion of
B, = B,(y,z) — B(t,z):
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B(t,z) = B(t) + z—a;(t). (5)
The interaction energy is then
—ji-B — ~uo,B(t,z) = —€(t)o, ~ F(t)zo,  (6)

where the energy parameter €(t) = pB(t) and the force
parameter F(t) = u8B/8z are numerical functions of time
t, which are nonzero only while the particle is inside the
SGA, that is, say,for 0 <t < T,

Our model Hamilton operator for the spin and the 2-
motion is then

=1 2 _
H= 2P E(t)o, — F(t)zo,, (7
where, for notational simplicity, we write p for the 2-com-
ponent p, of the momentum vector .
The Heisenberg equations of motion for z(t) and p(t)
as well as 0, (t) and 0. (t) = 0, (t) £ 10,(t), implied by this
Hamilton operator, are solved by

z(t) = z(0) + p(O)-:T—z +0,(0) %Ap(t) + Az(t)],

p(t) = p(0) + 0. (0)Ap(t), (8)
and
0.(t) = 0.(0),
o, (t) = exp[—i(®(t) + 22(0)Ap(t)/n
~2p(0)Az(t)/h)le, (0). 9)

The various numerical functions of ¢t appearing here are
t
Ap(t) = / dr F(t),
0
t
Ax(t) = —/ det F(t))m,
o]

t
3(t) = 3/ dre(r). (10)
h Jo

The latter is the accumulated Larmor precession angle for
the field strength at z = 0 whereas Ap and Az + ;';Ap mea-
sure the displacements of the partial beams in momentum
and position. Since the SGA should enable one to select
one of these partial beams, the splitting must be macro-
scopic when the separation is maximal (and Ap = 0), which
ideally happens at time ¢ = T'/2. In other words:

Az(T/[2) > 62(t = T/2) = 6z, (11)

where 6z(t) is the spread in position of either of the par-
tial beams at time ¢ and 6z is the initial spread. The latter
statement of {11) reflects the requirement that in any practi-
cal experiment the natural spreading of a wave packet must
not be too significant during the time 7'. Since the Hamil-
ton operator (7) implies a spreading identical to that of a
free particle, this requirement tells us that

T = mébz/bp (12)




is the order of magnitude of 7. Here ép is the spread in mo-
mentum, which is time independent. In Eq. (11), as in (1),
we write “>” to express the distinction between “macro”
and “micro”.

In Fig. 2, we sketch typical displacements in position
and momentum, as a function of time. The corresponding
force F(t) is plotted in Fig. 3. The natural unit of this force
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Fig. 3. Typical time dependence of the force F(t).

is its maximal value F,. It is related to the maximal spatial
displacement by

FT?

2N = a—— 13
A2(T/2) = « m (13)
the number a depending on the particular time dependence
of F(t). Tt is of the order of 1/20, as can be confirmed by

considering the specific example

E,, for0 <t < T/4,
F(ty={ -F,, forT/4<t<3T/4, (14)
F, for 3T/4 <t < T,

for which @ = 1/16. Upon combining (13), (12), and (11),
we find
aF, T > ép, (15)
which, qualitatively, brings us back to Eq. (1).
Spin Coherence

Consider incoming particles selected in the eigenstate
of o, with cigenvalue 0, =1, so that
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(o.(t=0)) =1, (16)

and
(o, (0)> =0,{0, (0)) =0, (17)

the latter implying that the beam will be equally split by
the subsequent o,-measurement. The expectation value of
0, (t) is, according to (9), given by

(0:(t)) = Re(o, (t))
= Re{e"‘“"(z/)]

X exp [%(p(O)Az(t) — z(O)Ap(t))} [1/;)}, (18)

where |1) means the (normalized) spatial state of the incom-
ing particle, which is specified by the probability amplitude
referring to position or momentum measurements at time
t =0,

) = (=), ) = v(p)

related to each other by the standard Fourier transforma-
tion.

Upon expressing the spatial expectation value of (18)
alternatively as a z'- or a p'-integration,

(19)

(wlexn [ (008200 - 20005(0)] 19
- /dsz- (2 — Az(0))e 2 2H O My 4 Ax(t))
= [t ' = ap)e 72O + Ap(0),(20)

we observe, for instance, that the momentum displacement
Ap(t) produces a phase variation in the z’-description, which
illustrates Heisenberg’s argument.

The integrals (20) will tend to vanish, unless both Az(t)
and Ap(t) are small on the scale set by the initial spreads,
6z and ép. To arrive at a more quantitative statement, we
consider a minimum uncertainty state,

V(') = (62)" H2m) E exp (— (56—)) e

which produces

(0, (2)) = cos(®(t))e F82(0/82)% o= 3(ap(0) 20y (22)
where 6p = (h/2)/62. Here we see that a macroscopic split-
ting, either in position or in momentum, produces (.} = 0,
indicating a total loss of coherence.

The process of reuniting the two partial beams, as ex-
pressed by the spatial properties Az(T) = 0,Ap(T) = 0,
results in a spin state without substantial loss of coherence
only if {¢,(T)) does not differ significantly from its initial
unit value. Ideally, one would need Az(T) = 0,Ap(T) =0
and an integer multiple of 27 for ®(T). If one is willing to
tolerate deviations (o = orbital is used in place of s = spatial
to avoid confusion with s = spin},




Az(T) €,
< < 2
saryse, |20 < &
FAp(T) | €,
<—, 6,6, <1, 23
' ép E_\@ “ (23)

from the ideal values, the ability of the SGA to conserve
spin coherence is measured by

= {0, (T)| <

IA
RO - B[

(€ +€)

i
©

If, for instance, we are satisfied with maintaining 99% co-
herence, that is Q = 1/100,¢, = ¢, = 1/10 will do.

Accuracy Required in Controlling the Fields

Denoting the order of magnitude of the uncontrolled
variations of the force F(t) by 6F, we may accumulate as
much as

[Az(T) = 6FT? /m,
|Ap(T)| = 6FT (25)
during the measurement. Tolerable deviations, in the sense
of (23), must not exceed the limits

1
§F < 6,762, 6F <e,=6p,

T T

which, in the light of (12), are equivalent. The comparison
with (13) now establishes that

(26)

6F <«
E) ae,.

Consider, for example, the situation where “<” ~ 10~° and
a~ 10", Then,

(27)

5F
F,

if we insert for €, the number cited in the context of (24).°

=107 'e, = 107°, (28)

Discussion

We found that a SGA can split a beam of spin-1/2 par-
ticles macroscopically without destroying the microscopic
phase relations provided that the experimenter can repro-
duce the magnetic field gradient with a precision of 1 part
in 10°. This number reflects factors of 10 for the distine-
tion between “macro” and “micro” and 99% coherence. [If,
instead, “<” stands for 10”2 and one is content with 80%
coherence, the respective precision is 1 part in 10°.] In ad-
dition to that, we made a series of physical approximations
along the way, which require attention. We are now going
to argue that all of them are biased toward the success of
the experiment, so that the required relative accuracies are
at least 1075,

Let us repeat the assumptions we made in adopting the
model: that the spin-;~ particle maintains constant speed
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along y, permitting the y-dependence of the field to be re-
placed by a t-dependence; that the z-and y-components of
the field are not significant:

Blz,y,2) o B(t,2) 2 (0,0, Bt, 2)) = (0,0, B(t)

éB
+ 22 (0)2), (29)
which was followed by the linearization (5), here referred
to as the third step. We shall now consider the three steps
individually and argue that what is discarded in each step
has a tendency to destroy spin coherence.

In step one, the change in velocity along y is ignored,
which actual change originates in the y-dependence of the
potential energy —ji - B. This velocity change is different
for the two partial beams because one gains, and the other
one looses, potential energy. As a consequence, the total
time spent inside the SGA is slightly different for atoms
with 0! = 1 and ¢, = —1, so that there is a very small
relative displacement along y preventing the experimenter
from perfectly reuniting the beam. This presumably results
in some loss of spin coherence. Another aspect of the spin
dependence of the potential energy is the small, but differ-
ent probability for reflection at the boundaries of the SGA,
which again presumably reduces the spin coherence.

Step two disregards the time dependence of ¢,. In an
arbitrary magnetic field we would have
d )
Eoz = ﬁl‘(0'+ B. -o. B+),
d )
50 = —2f—i,u,(aJr B, ~0.B,), (30)

where o, have the significance introduced in the context
of Egs. (8) and (9), and By = B, % iB,, analogously. A
functioning SGA allows for selecting atoms with a specified
value of o, ; therefore o, (t) = 0, (0) must hold very well for
all t. In Eq. (30) this requires rapid oscillations of o, and
o_ , which condition is met if B, dominates over B, and
B, throughout the measurement. We now face the reality
that o, is not a constant of the motion [B, and B, cannot
both vanish everywhere, because V-B=0 requires their
presence if there is a nonzero force udB, /dz in z-direction].
Likewise

d? d 1 1
—z=pu—(0.B, + 30+ B_ + 59- B.)

e az (31)

implies some deflection in the z-direction, which is negli-
gible, provided that dB,/3z = 0 and o4 oscillate rapidly.
We conclude that the dynamical effects that are neglected
in step two, are, indeed, small, but their presence may lead
to a loss of spin coherence.

In step three, the 2-dependence of the force is disre-
garded. If taken into account it results in paths of unequal
lengths for the two partial beams. As a consequence, simi-
lar to the velocity effects in step one, perfect focusing of the
beam is hampered, and some of the spin coherence presum-
ably is lost.”

So much for the idealizations inherent in our physical
model of a SGA. One additional idealization consists in the




use of the minimum uncertainty state (21). If no such special Reprinted with permission from Foundations of Physics.
choice is made, Eq. {24) must be replaced by

L= (o (T)] & S l60(T)P

2 2
1 (626p Az(T) Ap(T) ] . (32)
2\ kJ2 bz ép
As a consequence, one then needs
! < _°. ‘ _1
5z | 2 ! 2
D=6z p/ (33)

to maintain Q = (€2 + €2)/2. For example, in a standard
atomic beam experiment, with §z and §p implied by the ge-
ometry of the slits defining the particle beam, in conjunction
with the velocity of the particles, the number D is typically
of the order of 10®. The relative accuracy has to be increased
by this amount, that is: 1078 for the gradient of the field.

In summary, we state that a perfect reconstruction of
the initial beam, maintaining 100% spin coherence, is out of
the question. In this sense spin coherence ss like Humpty-
Dumpty: once destroyed you cannot put it together again.
In the real world it may be possible to recover, say, 99%
coherence, provided the experimenter is able to control the
SGA at least with the “fantastic”? precision of one part in
10° for B/3z=.
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Abstract

In & recent paper the consequences of squeezing the external field leaking into a laser
cavity on the laser's phase diffusion rate was calculated. In the present paper this work
is extended to include the effect of such a squeezed loss-reservoir on the photon
statistics of the laser field.

Specifically, the eguations of motion for the reduced density matrix and, subsequently,
for various moments of the operators describing the laser field can be obtained.

It is found that, in steady state, the average number of photons in the laser field
does not differ appreciably from the case of coupling to ordinary vacuum. However, the
variance in the average number of photons 1is significantly increased by the presence of
the squeezed loss reservoir.

Introduction

The fundamental noise in a laser field can be thought_of as resulting from the coupling
cf the field to the gain medium and the loss reservoir. Each of these reservoirs feeds
random noise into the laser field — the gain medium via spontaneous emission and the loss
reservoir through the vacuum fluctuations leaking intg the laser «cavity. 1In this paper,
preliminary results regarding the effect of squeezing the loss reservoir on the photon
statistics of the laser field are presented. This work is intended as a means to begin to
understand the manner in which the statistical properties of a laser field might be
tailored by restructuring the noise introduced by the coupling to the gain medium and the
ioss reservoir. Such a tailored light-field would have obvious applications in many areas
including laser interferometry, spectroscopy and optical communications.

The Model

The model system studied in this paper is depicted in Fig. 1. Sgqueezed wvacuum is
injected through a partially transmitting mirror into a laser cavity containgng a
conventional gain medium. This system was originally studied by Gea-Banacloche” who
showed that, under certain conditions, the phase diffusion rate of the laser field
produced in such an arrangement could be a factor of two smaller than that in a laser
coupled to ordinary vacuum. That only a factor of two could be achieved was attributed to
the fact that only one of the two systems which feed noise into the laser field is
squeezed in this system. That is, the noise introduced by the gain medium is phase
insensitive and so gives rise to the residual phase diffusion. Further, this result is
valid 2n1y in the transient regime, since as shown by Gea-Banacloche and later by Marte
et.al.®, the laser phase eventually locks to a value for which the phase diffusion rate is
enhanced. That is, in steady state, the phase of the squeezed field ¢ is related to that
of the laser field ¢ by the relation ¢ = 6 /2. Thus, the injection of the squeezed light
has enhanced phase fluctuations (relative to the laser phase) and reduced amplitude
fluctuations. For the sake of clarity it should be noted that, in the locked regime, free
phase diffusion no longer occurs but rather the uncertainty in the laser's phase variable,
as shown by Marte, et.al., reaches a steady state value somewhat larger than that for a
coherent state field with the same average number of photons.
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In this paper results pertaining to the photon statistics of the field produced by the
model arrangement of Fig. 1 are presented. In particular, the rather surprising result
that, while the average number of photons in the intra-cavity field is essentially
unchanged by the injection of squeezed vacuum, the variance in the number of photons is
dramatically increased. This dramatic increase is somewhat unexpected because, as noted
above, in steady state the relative phase of the injected, sgqueezed vacuum is such that it
has reduced amplitude (closely related to the number of photons) fluctuations. Stili
introduction of this squeezed vacuum results in enhanced number fluctuations. In tie next
section this result is formally established.

To complete the description of the model system, a short description of the sjueezed
vacuum injected into the laser cavity 1is given below. This squeezed vacuum is :cupled

into the laser cavity via the partially transmitting mirror (the only loss-source in the
system) as depicted in Fig. 1. The injected field is assumed to be uniformly squeezed
over a bandwidth larger than the cavity decay rate ». Thus, the state of the in‘ected

field is given by

> = ] exp [-(r72)e7238 by + €)bleg=c) + (r/2)e22¢ b (0 +)b (0 o-)] 10> (1)
€>0

Here, r is a real, positive squeezing parameter {(for no squeezing, r = 0, for maximam

squeezing r 9 w), 6 is the phase of the squeezed field, b (b') is the annihilation

(creation) operator for the squeezed field, and ., is the nominal laser frequency.
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Fig. 1
Laser voupled to Squeezed Vacuum

Formalism
The equation of motion for the reduced (obtained by tracing over the operators

associated with the gain medium and the squeezed loss-regervoir) density matriz .
describing the intracavity field can be shown to be of the form”,

) Cc
_—= - = [aTao - acal + adjj
dt 2 4
A -
- - Laafn -alva + adj.] (2)
2 J
1 -
+ — B Ln(aat)2 + 3aateaa’ - 4a’.aa'a + adj.}
8 -
S » 4
+ - Le'z‘e (a2, - 2 aca + »a2) + adj.
2

Here, a (a*) is the annihilation (creation) operator for the intracavity laser figld and
"adj." denotes the hermitian adjoint. Further, C = +scosh“r and A = A + vsinh“r are,
respectively, the linear loss and gain rates in the presence of the injected, squeezed
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vacuum. As noted earlier, o is the loss rate of the cavity into ordinary vacuum and A, is
the linear gain rate associated with the gain medium. Note that the difference between
the loss and gain rates in the presence of the squeezed loss reservoir is the same as in
its absence (r = 0). That is, A - C = A - 7. Also, in Equation 2, B is the usual third
order saturation parameter and S = o singrcoshr‘ The first three terms in Equation 2 have
the same form (with altered loss and gain rates) as the corresponding expression in the
absence of the squeezing of the loss reservoir. The final term is due solely to the
injection of the squeezed light and is primarily responsible for the new features of this
system.

In order to calculate the average number of photons n = <a'a> and the variance in this

number .. = <n?> - «<n>2, one can construct equations of motion for W and o~ via the
d<0o>

prescription 3 = Tr(.0), where O represents a general operator and Tr denotes the
t

tracing operation. Then one can attempt to solve these equations in steady state. In

carrying out this procedure it is found, as 1in conventional laser theory, that these

"moment" eguations are coupled to higher moments of the number operator. In addition, the

injection of the squeezed vacugm intr?guces a phase sensitive coupling to expectation
values of operators involving and a'*“. The resulting hierarchy of coupled eguations
can be truncated by using the approximations,

a3 ~nwd+r3n ., (3a)

and
<n2y> ~ 1% + 280+ T (3b)

~ ‘.nl

where for simplicity the definition v = a? has been introduced and
s = <nv> - AV. (4)

This approximation is motivated by a similar® procedure used in conventional laser theory
and is based on the assumption that <(n - ﬁ)3> and <(n —ﬁ)z(v - ¥)> are small compared t»2
the terms retained in Equations (3) since they are essentially expectation values of odd

powers of the difference between an operator and its average value.

Under this truncation scheme the following closed set of coupled equations rcan be
derived:
a _
- n = (a4 ~-C - Bo)n + A - B”n - 2Bn - B {Sa)
dt
d o .
a;(vn) = (A + C - Bn)n + 2 (A-C - 2B, + 2S|vicos(24-20) (5b)
a _ 5 236
~— v = (A - C - Bn)¥ - B - = BV + Se“*" {5¢c)
d+ 2
and
d . \ 210
—(+) = [2(A - C) - 3B B! » + (2A - 3Bn)v - Bv n + 28n e (5ad)
dt
Here, ¥ = }V]e2i* so that # represents the phase of the lasing field. As noted above,
Gea-Banaclocke has shown that, in steady state, 27 - 20 = TN. Under this locked condition,
the set of equations can be solved in steady state subject to the usual third order
conditions and so long as the average number of photons in the squeezed field B = sinh?r
is much less than that in the laser field). The results of performing this procedure are

summarized in the next section.
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Results

For simplicity, only the results appropriate in the strong-squeezing 1limit are
presented here. That is, for the case when the average number of photons in the injected,

squeezed field ng = sinh?r >> 1 (but still much less than N), the pertinent results are,
= = - = 2 =
A~ ng (1 + Onons/zno ) = n, (6a)
“h T ?no (Bg/2). (6b)
and
> ® (6¢c)
vl = - n [
vl >
A -2
Here, ﬁo = £ - 1 and "ho T 7/B are, respectively, the average number of photons and the
B

variance in the number of photons in the laser field in the absence of the squeezing of

the loss reservoir. First, note that the average number of photons 1 is increased only by
an additive term which 1is on the order of the number of photons in the squeezed field.

That is n 1is changed by a negligible amount. However, the variance ¢, is dramatically

enhanced. In fact, it 1is a multiplicative factor of N /2 larger than in the absence of
sgueezing. A more detailed analysis shows that “n > 7 ho in the weak squeezing limit and
that =, > 7,, for all values of the squeezing parameter r. This latter result is
presented in a forthcoming paper. As noted earlier, such a dramatic increase is somewhat
unexpected due to the fact that the laser phase locks such that the squeezed vacuum
feeding into the laser cavity has reduced amplitude fluctuations. A possible resolution
of this 1logical discrepancy emerges from noting that only one of <the two sources of
fluctuation in the laser field has been squeezed. The gain medium still contributes phase

insensitive noise which, presumably, is responsible for the fact that |¥| = [<a2>| >~ h/2,

ac shown in Equation (6c¢c), rather than n as it would for a coherent state field. The
phase of the laser field does jitter about its locked value. Thus, the phase of the
injected, squeezed field 1is not always exactly aligned such that it is precisely the
amplitude fluctuations of the injected field which are squeezed. A heuristic description
of how this behavior can be understood to lead to the dramatic increase in s, displayed in
Equation (6b) as well as other interesting features of this system will be explored in an
upcoming publication.

In this paper the effect of injecting squeezed vacuum into a laser cavity on the
photon statistics of the resulting laser field 1is explored. The surprising result that
the variance in the number of photons in the intra-cavity field is dramatically increased
in such a system, even though the laser phase 1locks so that it is the amplitude
fluctuations in the injected squeezed vacuum that are squeezed, has been presented. This
study is intended as background material for coming to a better understanding of the
manner in which the statistical properties of a laser field might be tailored by an
appropriate restructuring of the noise introduced by the gain medium and loss reservoir
which are coupled to the field.
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Abstract

We show that quantum time averages of the density matrix for a driven but undamped system lead to a physically
transparent explanation of steady state population inversions that occur in certain systems with particular spontaneous
emission damping rates. We review and show the relevance of a formalism which permits time-smoothed transient
solutions to be generated a priori. We derive equations which extend this development to the case where there are
time-dependent generated cavity fields. Theoretical results demonstrate lasing without inversion and we discuss this
result in light of the time-average treatment. Finally we describe a symbolic manipulation computer code which
allows us to start from limit operations on a certain matrix inverse to enumerate terms in explicit rational expressions
for the time average operators, which give the averaged density matrix in terms of its initial values.

L Introduction

We have recently pointed out the potential usefulness of certain types of laser-pumped multilevel atomic systems for
frequency upconversion.! When these isolated atoms are subjected to coherent laser light at saturating intensities,
large steady state population inversions are predicted. The pumped transitions in these systems share common levels
and differ in this respect from certain recently proposed’ and earlier’ systems for upconversion. In addition, certain
specific requirements are imposed on particular damping rates and detunings. Although the existence of inversions in
systems with coherent pumping between multiple levels has been predicted in earlier calculations, " the large inver-
sions in these particular systems have raised interesting questions conceming the physical mechanisms involved.

In addition to the inversions themselves, the predicted dynamical behavior when a resonant cavity 1s present at the
frequency of the inverted transition also exhibits an unexpected degree of complexity. For low mirror reflectivities, a
cavity field is generated and interacts with the inversion of the lasing medium in much the same way as in a standard
laser as described by rate equations. At higher reflectivities, however, the medium in the presence of the (larger) cav-
ity field displays behavior which is more like wave-mixing than standard lasing. Again the question of physical
mechanism arises.

The basic theoretical description of pumping and energy-extraction in these systems utilizes Maxwell-Bloch equa-
tions to describe the coupled dynamics of the field and the density matrix of the atoms. Rate equations are commonly
used to model laser dynamics in many types of systems, but these fail completely to give inversions such as these that
are predicted by the full density matrix equations under saturating field conditions. A physical picture consisting of
incoherent radiative transitions occurring between coupled levels is clearly not adequate in this case. We will show,
nevertheless, that an equally simple physical picture does apply, but that it is quite different from the usual rate equa-
tions.

There are two essential features for inversion in the Frequency Adding MEdia (FAME systems) which we have
described': First, in a pumped three level system, the intermediate level should be detuned from resonance by an
amount at least an order of magnitude over the Rabi frequency and the extreme level should satisfy the two photon
resonance condition which allows Rabi cycling between the extreme levels as if they were a two level system with an
effective Rabi frequency.® Second, specific incoherent transition rates from spontaneous emission or collisional damp-
ing, despite the saturating field conditions, exert an overriding influence on the steady state populations® and there are
consequently conditions that these rates must satisfy if there are to be population inversions.

We begin in the following section by describing in greater detail the energy level structure of systems of interest and
show why we should expect inversions to be created in these systems. We show that a previously developed reformu-
lation’ of the full density matrix equations in terms of time-average operators leads to an "intuitive" explanation of the
population inversions in these systems. These time-average operators are linear operators® describing how the long
time average behavior of the density matrix depends on its initial values. (Damping terms which would lead to an
initial-value-independent steady state are explicitly excluded in determining this average behavior, although, as we
shall see, they are included separately.)

Although the intuitive explanation for steady state inversions has been presented previously', we are discussing here
for the first time its connection with the rigorous time-average formalism. We follow this with a discussion of some
applications of the formalism to time dependent problems, including generalizations which allow treatment of systems
where the fields themselves are time dependent. Finally we discuss the analytic form of the time-averaging operators
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which form the basis for the formalism. These are rational functions of the field amplitude and detuning parameters’.
While these are by no means as simple in general as the Lorentzian type expressions which appear in the standard rate
equations, excellent approximations which are quite simple in analytic form apply in the two-photon resonance case.
For more general applications, we describe a symbol-manipulation program which we have written, which will allow
the time-average quantities to be determined for arbitrary detuning and (within practical limitations) for an arbitrary
number of coupled levels.

II. Time Average Behavior and Steady State Inversions

The quantum levels for a typical FAME system and the evolution of their populations as a function of time (in the
?bsince of any cavity which might support buildup of additional non-pump tields) are shown in Figs. 1 and 2 respec-
wely.
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Fig.1 - Typical multilevel system which
shows 4/1 population inversion with appro- Fig.2 - Approach to steady state for system in Fig.1 with B, =5.,

priate detunings and decay constants B, =20., A, =50., A;s=7.59, k,=.0049, and k; = .0068 (nsec™)

Ford gl:.e behavior predicted in Fig. 2, the essential parameters for the system depicted in Fig. 1 are that the resonance
condition

A= (BT -BOA, (1)

be approximately satisfied and that the decay rate s from level 5 to level 4 (from spontaneous emission, say) be large

compared with the decay rate k, out of level 4. Here B, and B, are the respective Rabi frequencies for pumping
between levels 1 and 2 and between levels 2 and 5. Under these conditions, the steady state population of level 4 is, as
shown, inverted with respect to all the lower energy levels.

The above system, while having (as we shall see) certain desirable features with regard to ease of extracting energy
from the inversion, is needlessly complicated from the point of view of illustrating the basic mechanism by which the
inversion is created. A simpler system. which also shows the inversion, is shown in Fig. 3.

The ratio of level 2 to level 1 population for this system is shown in Fig. 4 as a function of both the detunings A,; and
A;. Note that the width of the “resonance” for this inversicn process becomes much narrower in the Ay detuning as

the A,, detuning becomes larger.

The systems illustrated here are characterized by the fact that oscillations due to Rabi frequencies or detunings take
place on a faster time scale than the time scale of damping. (See Fig. 2, for example.) Physically, the behavior of such
systems may be thought of as characterized most of the time by “free" Rabi cycling as if the system had no damping,
punctuated at random intervals by collisions which result in transitions between levels and loss of phase. (This gen-
eral picture applies even when the damping is provided by other than collisional mechanisms, since the statistics of
spontaneous decay, for example, are similar to those of collision induced events.) Our "intuitive model"' for
population inversion in FAME systems where Rabi cycling is simply assumed to “mix" certain levels and equalize
their populations is based on this physical idea. However, this physical picture also leads’ to a very general reformula-
tion of the density matrix equations as a set of rate equations for the time-smoothed density matrix, which can, in
effect, play a role similar to that played by ordinary rate equations in the strong damping regime. Here we review the
physical arguments leading to the time-smoothed rate equations and show how the population inversions in the FAME
system follow as a particularly simple consequence of the equations derived.
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Fig.3 - Three level system which can show inversion for
large intermediate level detuning,

Because of the time scales in these systems many Rabi
oscillations occur between collisions and the phase of the
oscillation at the time of a collision must itself be random. s DELTA 3.1 !
Therefore we can think of the collision event as involving
the time-averaged density matrix. The linear dependence
on the initial density matrix® (where in this context "initial"
may mean after the /ast collision) can be described by a Fig.4 - Inversion of system in Fig. 3 as a function of the
tetradic operator T where, two detunings for k; =.0016, k, = .0001, B, = 1.0, B, =4.0

(time average) __ (initial)
i = %: Tij,lzlpkl (2)

We can also describe the effects of damping by constructing a tetradic operator K which operates on the density
matrix p before the random decay event to produce a new density matrix Kp. For collisional damping, we assume®

Kij,kl = 6";8/:1[) ik 3

which means that phases are totally randomized at each collision and that atoms in state k undergo transitions to level i
with probability P; _,.

Now we consider approximations to the density matrix solutions such as those shown in Fig. 2, where we smooth
out the oscillations and obtain an average solution p,, as a function of time. We explicitly consider the ensemble aver-
age over collision histories which makes up the density matrix. Those atoms that have recently undergone a collision
will have a time averaged density matrix of TKp,,, compared with p,, for those that have not. Since the probability of
a collision in an interval Ar short compared with the collision time T is A¢/t and that of no collision is 1 ~ At/t, the
change in p,, in this time interval is given by

A
Apﬂv=-A_-£TKpIV+(1 —l)plv—pﬂ‘/ (4)
T T
and p,,, as a result, satisfies the differential equation
dpy, 1
=—(TK -
i Dp,, )

A derivation which is more mathematically rigorous and which allows the conditions for validity to be stated more
precisely appears in Ref. 7. We note that since Eq (5) is an equation for a smoothed out p, we must use Tp'"™ rather
than p'™ itself as the initial condition.

_ Now we consider the application of Eq (5) to the system shown in Fig. 3, consisting, as previously noted, of an
intermediate level far off resonance and extreme levels near two-photon resonance. Under these conditions systems

starting out in either of the extreme levels have a very small time-averaged population in the intermediate level and
vice versa, i.e.,
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Th0n=Ty 2Ty ,=1,,5,;,=0 (6a)
which in turn implies
Tpp=1 (6b)
The degree of transfer of population between the extreme levels depends on the exact two photon tuning condition,
Tyy=T =1 (6¢)
TynsTyyu=1-r
where®,
2BiBYAY,
4piYAL +{An ~ (B - Bran)

The form of this population transfer expression is important because it enters directly into the steady state population
inversions, which, for collisional relaxation, are solutions to the coupled equations

ETii,UPk Q—jpjjz P,—; ) i=1,3 (8)

Q)

r

n

Including only those (spontaneous emission-like) terms in Eq(8) where i < j in P, _ ; and eliminating any terms where
the T matrix elements are very small (see Eq(6)) leads to

PrePntPrPy=pn &)
Noting that P,_,=1-P,_,, we find that
Py Py =P Py (10)
Substituting this relationship in either the i=1 or i=3 equation then gives
r{py =P +Qr—1P; _,pp=0 (11)
We can now solve for the 2/1 population ratio,
Pz_ TPaca 12)

Pu (1-2r)Py s+rP
Now the expression in Eq(6) for r can be seen to vary between zero far from resonance and the value 1/2 exactly on

resonance. The maximum population ratio in Eq(12) occurs at resonance and is just given by P, 4/P, _,, the same as

predicted by the intuitive model by using a rate equation for level 2 (the same as Eq(10)) and forcing p,, = p;; to
account for strong "mixing" between the extreme levels. Off resonance the population transfer expression shows a
width 2, B,/A,, proportional to the effective Rabi frequency®and this width, as well as the resonance condition,

Ay = (Bi=PBIIA,,, are reflected in the location and width of the population ratio ridge shown in Fig.4.

It is interesting to note that if this basic two photon resonance situation is maintained, but one of the pump fields is
increased in such a manner as to bring the population transfer between levels 2 and 3 up to a significant value s, level
3 can also become inverted with respect to the ground level. To illustrate this, we take

Ty=5;Ty,=1-5;T,=0
Tu=r;Ty=1-r Ty=1-r-s (13)
(where we must, in every case have T; = T,) and again solve Eqs(8), this time for the 3/1 population ratio. For two
photen resonance (r=1/2),
Py _ Py ats—sPi,
P Preats—sPy 3—sPioPrcy

(14)

and it is easy to see that for P,,_, < P, , this population ratio can exceed unity by a considerable fraction. Three to
one population inversions of this type have also been predicted from spontaneous emission damping models.
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I1I. Time Dependent Solutions

We have applied the time-averaging formalism to obtaining steady state solutions in Sec. II. The physical argu-
ments leading to Eq(5) (and the mathematical derivation in Ref.7), however, show that it should also correctly predict
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Fig.5 - Comparison of first three level populations pre- +8.38 ———————————POPULATION US TIME————————
dicted by Eq(5) (smoogh curves) and by full Bloch equa- i
tions. Level 3 populations are almost indistinguishable. v o3 |
L
the approach of the time-smoothed quantity p,, to steady 3
state. We note that the initial density matrix in Eq(5) also .21 1
corresponds to p,,, i.e., we must use 7p'™ rather than p*™ x l
itself as the initial condition. In fact once this initial rela- FRRAR 1
tionship is fixed then we can show that at all - :
succeeding times t, p,,(¢) is identical with Tp(¢). We have ' %7
solved Eq(5) for the system shown in Fig.1 and compared
it with the full Bloch equation results. Comparisons of 8 e o.28 .40 o.68 9.88 +1.00
level 1-3 populations are shown in Fig. 5. TIRE(NSEC) x 1873

The solutions of Eq(5) clearly represent a good approximation to the time-smoothed exact solutions.

The average behavior represented by the smoothed solutions may be all we care about for some purposes. In this
case, the use of Eq(5) makes sense computationally since it is takes roughly an order of magnitude less calculation
time. For applications of interest to us, the problem is modified by the existence of a resonant cavity which results not
only in a different steady state with a cavity field present and feeding back to the system, but also in modified transient
behavior in which there is a time-dependent build-up in the cavity field.

We can modify Eq(5) to cover the situation where there are time dependent fields. The most obvious change
required arises from the fact that the Rabi cycling in the system depends on field amplitudes in such a way that the
time-average operator T will be a function of the fields and will now depend on time because of the time dependence
of these amplitudes. Therefore the T which appears in Eq(5) must take into account this time-dependence and must be
redetermined at every step (or, in practice, at least periodically.)

There is a second, more subtle effect of making the fields time-dependent, which is most easily understood if we
consider the case where the fields change in discrete steps at times t;and are constant in the intervening subintervals.
We define T,=T({f;}) to be the time averaging operator which applies in the interval ;< t < t,,;. We know that, in
order for the solution of Eq.(5) to smoothly approximate the exact solution in the ith subinterval, we must not only

use T;for T in Eq(5), but we must also choose the solution that starts out at T;p™(s;), where p™(t;) is the value of the
exact solution at the beginning of the subinterval. As we allow the time intervals ¢;,, —¢; to become small in order to
approximate a continuous variation in the fields, we can consider the entire change in p,, in terms of the initial values
in each interval, so that
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d_Pn_v T, p( ) = Tp(t)

= 5
dt La— ¢ (1)
Expanding T, ,, and p(z;,,) to first order in the time interval leads to
dp,, oT ap
o -59("—) +T,.§ (16)

In the last term, we can consider T, constant and bring it inside the time derivative. Since T(t = £,)p(t) represents p,,
for the time independent field case, we can replace the last term using the right hand side of Eq(5) to obtain,
dpsy 1 ar
—==(TK -1 - 17
7 =7 TK=Dp, 459 (7)
This result will always allow p,, to be evaluated in a straightforward manner without the use of arbitrary "smooth-
ing" schemes whenever p itself is being evaluated. As a generalization of Eq(5) for numerical calculations where we
might want to avoid calculating p altogether, Eq (17) is somewhat disappointing. However, under certain conditions it
may be a good approximation to replace p by p,,. For example, if the time dependence arises from the buildup of a
cavity field, initially when p differs significantly from p,,, the derivative of T may itself be very small, while later p
and p,, will be nearly equal anyway.

IV. Four-Level Considerations

Although the examples considered in this paper have involved only two pumping fields inducing transitions among
three levels, once a cavity field has built up, it must be treated in much the same way as the pump fields. Referring
again to the system in Fig. 1, we find, when we analyze Maxwell’s equations with a polarization associated with the
oscillating p,, term in the Bloch equations', that a cavity field near the 1-4 transition frequency is generated. This
cavity field, shown in Fig. 6, builds up to a steady state value which increases in proportion to the cavity lifetime. The
cavity fields and the corresponding steady state level populations are shown in Fig. 7 as the cavity lifetime is varied.
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There are two things worth noting about this situation. First, given the existence of the cavity field there is nothing
surprising about the disappearance of the inversion. With a strong cavity field, we must treat the Rabi cycling induced
by three fields among the four levels (labeled 1, 2, 5, and 4 in Fig. 1), calculate the new time averaged dynamics (T
operator in Eq. (5)) and reconsider the steady state problem in light of the substantially revised level mixing brought
about by the added field. Second, given the disappearance of the inversion we are necessarily extracting energy by a
process not requiring inversion. The resulting process is appropriately described as three wave mixing, although it
should be emphasized that, like the standard lasing process that occurs at low cavity fields, it has no phase matching
requirements.

The use of a fourth level to aid in energy extraction when population inversions can be created with just three levels
(as discussed in Sec II) may seem like a needless complication. However, the use of the pumped levels for extracting
energy leads to phase matching requirements which may be undesirable under many circumstances. With four levels
even the advent of a "wave-mixing" type process poses no problems because there is still no requirement to match
phases.

V.The Time Average Operator

The value of the above analysis is in part dependent on the existence of practical means for calculating the time-
average quantities (T operator matrix elements) which appear as part of the equations. We present explicit expres-
sions for a three level system and relate these to the analysis of Sec. II. These were derived using a
symbol-manipulation program which is able to algebraically enumerate the (numerator and denominator) terms in
rational expressions for the matrix elements. These evaluations are non-trivial because the rational expressions arise

formally® as the T = e limit of a matrix inverse.

We briefly review the steps leading to the actual expressions beginning with the observation that the T operator is
just a projection operator onto the zero-eigenvalue eigenvectors of the Liouville operator L,

T=2 |u><ul (18)
B =0

where Lp = (i/h{p, H]. These are the eigenvectors which provide eigensolutions of the differential equation
dp/dt = (i/h)[p,H] but can in turn®be expresssed using eigenvectors of the N-level time dependent Schroedinger

equation. The projection can be carried out analytically using appropriate integrations to average over time. The fol-
lowing definition involving a Laplace transform integral,

%0

p = lim p(t) lim % fe"“p(z)dr (19)
0

n

T 1w

is useful because the connection with the Laplace transform formalism leads® immediately to the relationship

[L —l)ﬁ(r) = —%p(‘""“’) = T=lim(/)(l/x-L)" (20)
T Tore
which implies the indicated expression for T when taken to the T — oo limit. The enumeration of terms which result in
this limit depends on recognizing that as an N%cN? matrix, L is singular, having N of its N? eigenvalues equal to zero.
As a result, if the matrix elements of the inverse (1/t—L)™ are expressed as ratios of determinants, the lowest order
terms in the denominator (the determinant of (1/t~L)) will be proportional to (1/1)", while the lowest order terms in

the numerator (cofactors of (1/7— L)) will be proportional to (19", We have writ.ten a computer coc}e which enu-
merates (from all possible contributions to the determinants) and algebraically combme§ Lhose'terms with the requisite
number of 1/t factors. (Any attempt to use the code to find a net contribution for terms involving fewer than the
indicated number of factors verifies that these are indeed lowest order.) The results from a symbol processing run are
numerator and denominator polynomials of order N*~N for one or more T matrix elements, where T;=X,/D . Each
term involves products of various detuning frequency and Rabi frequency factors up to the total order. Thus, fora
three-level system, for example we have,

X1 = 208,87 (B.B)) 145,85, + 85+ 3(B,B) + 3(BB)} @1

Xi2 = 2083 62,82, + (8,85 (382 + 8,8, + 2B B)A A, + (BB + BB (22)

Xon = 2B, {A%A%, + (BB 38, + A8 ) + 2B, B4+ (B85 + BB 23)
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and D = 85,85,80+ (B,B1) (B:B;) (2043, + 2047, + 384,,4,) 24)
+2(Bzﬁ;)A12A31(A;2 + 2A12A31) + Z(BlB:)AnAlS(AfZ + 2A’32A13)
HBB (A, +84,,8,,) + (BB (A%, +88,,4,) + 4B, B + 5,8

We can simplify these expressions in the two-photon resonance case where A,; = Ay, » B; and A, = $%A,, For
example, X,; is totally dominated by the single term involving A%,. In the denominator expression, we notice that the
combination of A’s multiplying (8,8;) (B,B2) in the first line can be expressed as 20(A,, + A,,)* ~ 24,,A, ., with the first
part being negligible since A;; + Ay = A;;. In the remainder of the expression we proceed by retaining only those
terms that are at least second order in A,, and dropping those terms in which the power of A, exceeds that of A;,. The
denominator expression in Eq(7) follows as a result. When similar criteria are applied to the X, and X, expressions,
there are no surviving terms, confirming the fact that these expressions are quite small. Analysis of the small terms to
estimate actual values is more tedious, but we simply note that because of the overall factor of (B,8;) in X, a rela-

tively large value of T;, such as we used in Sec.II while discussing the possibility of a 3 to 1 population inversion can
be obtained by making the Rabi frequency for the upper transition disproportionately large.

VI1.Conclusions

Time averages of the density matrix for driven systems form a natural basis for analyzing the steady state and tran-
sient behavior of the system for processes that are not dependent on the detailed oscillatory behavior. Analysis of the
physics of systems which are damped but saturated by the fields shows that the damping actually enters in a way quite
unlike its role in ordinary rate equations. Whereas in the rate equation formalism, damping appears in competition
with pumping and would appear to be unable to compete under saturating field conditions, damping actually serves to
periodically “re-initialize” the system and is effective in determining the behavior even with relatively infrequent colli-
sions or spontaneous emissions because of the fact that the density matrix "remembers" its initial condition. This
memory is expresssed in the dependence of the time-average density matrix on the re-initialized density matrix.
Equations denved in the text quantify this memory effect and show that population inversions are a natural conse-
quence of level mixing induced by strong pumping.

The time-averaging operator which expresses the dependence of a time averaged density matrix on its initial values
can be determined either numerically through eigenvector expansions or analytically. Because the analytic form is
that of a rational function we could also use eigenvector methods to determine values at a finite number of sets of
detunings or Rabi frequencies and then use fitting methods to determine the values for other parameters. We note that
time-averages can play a central role in the treatment of equilibrium problems in statistical mechanics” and that tech-
niques for analyzing these quantites should also prove useful in that area.
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STATISTICAL ANALYSIS OF LASER-SPECKLE FROM GLASS-CERAMICS
J.J. Chen, M. Kazmierczak, T. Keyes and A. Lempicki

Boston University, Department of Chemistry
5900 Commonwealth Avenue; Boston, MA 02215

Abstract

The angularly-resolved and fixed-angle light scattering from glass-ceramics was
investigated. Statistical analysis of specklelike spectra shows that single-scattering by
microcrystallites is a primary process and weak double-scattering involving
microcrystallites and defects is also present.

Intreduction

Recently, there has been an increasing interest in the propagation and scattering of
electromagnetic waves in disordered solid media.! Glasses, whose structure corresponds
to frozen, disordered liquids, have been a subject of several experimental and theoretical
studic:s.z’3 In recent articles, we discussed angularly-resolved scattering in CVD silica
glass and presented an improved estimate of the scatterer density by a new statistical
method of data analysis.* We used the results from the CVD silica glass as a standard for
studying the amorphous glass-ceramic solid.

In this paper we have investigated the angularly-resolved and fixed-angle elastic
light scattering from mullite glass-ceramic samples represented by the same volume
percent crystallinity but by different microcrystallites size due to the different heat-
treatment conditions (temperature and time).

The angularly-resolved scattering spectra obtained were characterized by rapid
intensity fluctuations. The average scattered intensity was found to be increasing with
the microcrystallites’ size. We interpreted the results by applying a structural model of
mullite glass-ceramics in which microcrystallites and small defects are responsible for
observed scattering patterns. The obtained spectrum results from single-scattering by
microcrystallites (we believe that it is the dominating process) and defects in the glassy
phase. In addition there is double-scattering involving microcrystallites and defects.
Numerical calculation of speckle contrast (the ratio of standard deviation ¢ of intensity to
mean intensity <d>) versus scattering angle 8 reveals some interesting new results and
more efforts are underway to explain it. Fixed-angle measurements were made for
different regions in all samples and the contrast for each sample was calculated. The
depolarization aspect of light scattering has also been investigated and interpreted in
terms of optical properties of microcrystallites.

Experiment
Mullite glass-ceramic samples (obtained from Corning Glass Works) were prepared
from a glass which has the composition by weight percentage of 48% SiO,, 11% B,0;, 29%
A1203, 10% Zn O, 2% K,0, 0.4% ASZOS. All light scattering measurements were made on
mullite glass-ceramic samples which were prepared by three different kinds of heat-
treatments: a constant nucleation hold of 750 °C for 4 hours was followed by a

microcrystallites growth hold of 2 hours at either 800 °C, 850 °C, or 875 °C (denoted as
750-4/800-2, 750-4/850-2, 750-4/875-2 respectively). At 800 °C, according to
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300x100x100 A. The growth hold at 850 °Callows the mullite microcrystallite to grow to
about 500x150x150 A. At 875 °C, they can grow to about 750x200x200 A with a more
distinct shape of orthorhombic (pseudotetragonal) prisms.

The volume percent crystallinity of the glass-ceramic samples was determined by
TEM to be about 34% by comparison of the crystalline area to that of the residual glass in
a focal plane of less than 50 A thickness.?

All mullite glass-ceramic samples were polished on all sides to the size of 10x10x10
mm. A polarized He/Ne laser light of 632.8 nm with 500:1 minimum polarization ratio
was used as the light source. The detail of experimental arrangement and optics of the
scattering measurement were described in previous work.* Both the vertical (polarized)
and horizontal (depolarized) component of the scattered light intensity were measured
for all samples. The angularly-resolved light scattering was measured over the range
from 10° to 160° at 0.15° increments with the 0.1 mm pinhole size. The measured
scattered intensity data after background subtraction and sin® correction are shown in
figures la, 1b, 2a, 2b, 3a and 3b. Similar measurement at 0.2° increment with pinhole
size of 1 mm was repeated ten times at randomly selected regions of the same sample.
The sum of ten spectra for all three samples were shown in figures 4a and 4b. The fixed-
angle light scattering experiments were carried out by systematically changing the
position of the sample in increments of 0.2 mm perpendicularly with respect to the
scattering plane. Measurements were made at 90° angle with 0.1 mm pinhole size.

Di .

Rapid intensity fluctuations are the common characteristic of all the polarized and
depolarized, angularly resoived, light scattering spectra of mullite glass-ceramic samples
with three different heat- treatments (shown in figures la, 1b, 2a, 2b, 3a and 3b). This
kind of intensity fluctuation is due to the unaveraged light scattering from scatterers
which are randomly distributed inside mullite glass-ceramic samples.

Both polarized and depolarized mean scattered intensity of mullite glass-cerawnic
samples increase with the higher temperature of the heat-treatment. We attribute this
increased scattered intensity to the larger size of microcrystallites resulting from higher
temperature heat-treatment since the volume percentage crystallinity (or the number of
microcrystallites) in all samples is the same according to TEM. Also, the mean intensity
is larger in the polarized component of scattered light than in the depolarized one in all
three samples.

In the previous studies of CVD silica glass,” we observed very large scattered
intensity with relative slow fluctuations at small angles and rapid fluctuations at large
angles (figure 5a). The different scattered intensity pattern at small angle is caused by
the nonrandom phase distribution. The onset angle of random to nonrandom phase
distribution transition depends on the scatterer density. To some extent, the smaller the
scatterer density, the smaller the angle associated with the transition.> In comparison,
the scattered spectra from mullite glass-ceramic did not show this kind of transition
within the smallest detection angle limit of the instrument. Estimation of crystallite
density in mullite glass-ceramic samples by TEM shows it to be about two orders of
magnitude less than scatterer density in CVD silica glass, as estimated previously by
othe: measurements.*® This might shift the transition beyond the instrument's detection
angle limit and prevent us from observing the slow fluctuations and large scattered
intensity at small angles as in the CVD silica glass. Further supporting evidence come
from the studies of yttria ceramic samples which have higher scatterer density than
mullite glass-ceramic. The same transition at small angles are observed from the yttria
ceramic as in CVD silica glass.

In an attempt to gain more insight of scattering process of mullite glass-ceramic, the
sequential numerical analysis"' was applied to calculate the contrast from the scattered
intensity data from figure la, 1b, 2a, 2b, 3a, and 3b. The results of calculated contrast
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versus angle, as shown in figure 6a and 6b. 4are quite different compared to the CVD
silica glass’ in figure 5b. This indicates that a different light scattering process is
involved in mullite glass-ceramic than in CVD silica glass. Fixed-angle (90°) light
scattering at three hundred different positions of each mullite glass-ceramic sample was
also measured and the contrast for each sample was calculated. The results showed that
the calculated contrast at 90° for the vertical component of the scattered light intensity
i~ decreasing with higher temperature of heat-treatment. But, the opposite trend holds
for the horizontal component. Compared with angularly-resolved cases in the figure 6a
and 6b, the 90° fixed-angle contrast follows the same trend with respect to the heat-
treatment temperature as the angularly-resolved contrast values at 90°. This confirms
the results of the above mentioned numerical calculations and shows them as valid and
not caused by random intensity fluctuation.

Depolarization ratio of scattering is defined as the horizontal to vertical component
ratio of scattered intensity at 90° The depolarization ratio for three mullite glass-
ceramic samples was calculated from figures 4a and 4b. It is 0.74 for 750-4/800-2, 0.61
for 750-4/850-2 and 0.40 for 750-4/875-2. The dissymmetry factor of scattering was
determined as the ratio of scattered intensity at 45° to 135° for both horizontal and
vertical components. For the horizontal component, the dissymmetry factor is near unity
for all mullite glass-ceramic samples. But for the vertical component, the dissymmetry
factors are decreasing with higher temperature-treatment and the values ranges from
0.99 to 0.72.

onclusion

There are two possible kinds of light scattering centers randomly distributed
throughout mullite glass-ceramic; the scattering can be: from small glass defects, from
relatively large microcrystallites, or due to a process which involves both defects and
microcrystallites. In any case, the scattering involves three possible mechanisms: single,
double, or multiple scattering. Since the percentage of microcrystallites in mullite glass-
ceramic samples is relatively low (34%), the multiple scattering from this source is
minimal because the long mean free path between microcrystallites will practically
eliminate multiple scattering.

Statistical analysis of the intensity of the light scattered from the mullite glass-
ceramic yields a probability distribution which closely matches the theoretical prediction
bascd on the single scattering model. Yet a slight deviation from the theoretical
prediction suggests a minor contribution of scattered intensity from weak double
scattering.

In CVYD silica glass, single scattering from defects has been shown to be the only
light scattering process.* The low depolarization ratio (0.008) indicates that the defects
are isotropic. The glass precursor of mullite glass-ceramic yields a scattered light
intensity and depolarization ratio similar to the CVD silica glass. The scattered light
intensity from mullite glass-ceramic is about one-hundred times stronger than CVD silica
glass’'s and it increases with the increasing size of microcrystallites. The depolarization
ratios of three mullite glass-ceramic samples range from 0.4 - 0.7.

These results indicate that scattering from mullite glass-ceramics is dominated by
the single scattering from large, anisotropic microcrystallites. As the microcrystallite
size increases (through temperature treatment) so does the scattering. This is confirmed
by TEM results which show elongated prismatic shape of the microcrystallites, whose size
again depends on temperature treatment. Double scattering played a weak secondary
role in the scattering process.

The nature of the weak double scattering process in mullite glass-ceramics is
speculated to be the result of scattering between glass defects and microcrystallites.
Double scattering between defects in the glassy phase is unlikely based on previous
results which indicate single scattering to be the only process which occurs in CVD silica
glass. The double scattering process between microcrystallites should be insignificant
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due to the relatively long mean free path between them. One can ieasonably conclude
that double scattering in the mullite glass-ceramic occurs between glass defects and
microcrystallites.

k 1 m

This work was supported by the Army Research Office under grant DAALO3-86-K-
0016, by the National Science Foundation under grant CHE-84-11303, and by the
Department of Energy under grant 86-ER-13478. We are grateful to Dr. G. H. Beall of
Corning Glass Works for providing mullite glass-ceramic samples and micrographs used in
our experiments.

References

LA, Ishimaru, Wave Propagation and Scattering in Random Media, (Academic Press, New
York, 1978), vols I, I1.

2 R. Gillies, M. Kazmierczak, T. Keyes, A.J. Wojtowicz and A. Lempicki, Phys.Rev. B36
9413 (1987).

3M. Kazmierczak, T. Keyes and T. Ohtsuki, Phys.Rev. B 39 (1988) (in press).

4J.J1. Chen, M. Kazmierczak, T. Keyes and A. Lempicki, Phy.Rev. B (in press).

5 TEM data obtained at Corning Glass Works.

6 S.R. Elliott, Physics of Amorphous Materials, (Longman, London, 1983), p. 270; M.A.
Paesler, S.C. Agarwal, S.J. Hudgens and H. Fritzsche, in Proc. Int. Conf. on Tetrahedrally
Bonded Amorphous Semiconductors, vol. 20, edited by M.H. Brodsky, S. Kirkpatrick and
D. Weaire (Am. Inst. Phys., 1974), P. 37.

35




1.0 !
750—4,/800-2 la
0.5 .
:g
2
8 0.0
> 1b
]
=]
2
g 05| i
ol
10 85 160

scattering angle (deg)

Fig. 1. Angular scattering spectra measured for mullite glass-ceramic sample

(750-4/800-2) with 0.1 mm pinhole size: (1a) the horizontal component, (1b)
the vertical component.
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Fig. 2. The same as Fig. I except the spectra measured for mullite glass-
ceramic (750-4/850-2).
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Fig. 3. The same as Fig. 1 except the spectra measured for mullite glass-
ceramic (750-4/875-2).
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Fig. 4. Angular scattering spectra measured at ten randomly selected regions
for three mullite glass-ceramic samples with 1 mm pinhole size. The spectra
shown here are the sum of the ten spectra for each sample: (4a) the horizontal
component, (4b) the vertical component.
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Fig. 5. (5a) Angular scattering spectra measured for CVD silica glass with 0.2
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scattered intensity (speckle contrast) calculated for scattering spectra on Fig. 1,
2 and 3 for three mullite glass-ceramic samples: (6a) the horizontal component,
(6b) the vertical component.
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QUANTUM MECHANICAL DESCRIPTION OF N-SLIT INTERFERENCE PHENCOMENA

F. J. Duarte and D. J. Paine
Photographic Research Laboratories - Photographic Products Group
Eastman Kodak Company, Rochester, NY 14650-1744

Abstract

Dirac’s notation is utilized to establish a generalized interference equation which
is then applied to calculate the resulting intensity pattern from transmission gratings
made of N variable width slits,

Introduction

In this communication we describe the use of Dirac's notation in the description of
interference resulting from the interaction of laser light diffracted at a one-dimensional
array of N-slits. In this regard, the present approach was developed to analyze interfer-
ence phenomena ranging from the classical double-slit interaction to generalized situations
involving N number of slits of either fixed or variable width.

In the course of these experiments we have found that Dirac's notation is particularly
suitable for incorporating the additional complexity found in transmission gratings of
practical interest. The beauty of the approach is in the inherent elegance and compactness
of the equations utilized. Indeed, All the complexity is incorporated via the wave func-
tions, which in turn depend on the physical parameters associated with the slits.

Theory

Using Dirac's notation, a basic tool in quantum mechanics,1 the probability amplitude
for a photon to go from the source (s) to a screen (x., via an array of N slits (j), can
be written as

N
<x|s> = 20 <x|j> <j|s> (1)

j=1

Following Feynman,? we use <j|s> = Ws,je'iej and <x|j> = *x’je'i¢j. In these probability
amplitudes the quantities ¥g j and *x,j may be assumed to take the form of a diffraction
wave function or other appropriate distribution. Now, if we write *j = *s,j wx,j and nj =

(Oj + Oj), then

N
<x|s> =) %
j=1

5 e”if (2)

Hence, it can be shown that the probability that a photon from s will reach x is given by
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N N N
l<x|s>|2 =j§l~p§ + 23-;1% (m_§+1¢m cos (@ - 95)) (3)

This is a generalized equation applicable to any one-dimensional N-slit interference prob-
lem. A detailed discussion of the theory and the wave function utilized will be given
elsewhere.?

The angular relationships for the diffraction function and the interslit interaction
were determined using exact geometrical expressions such as

cos(¢y - ¢j) = cos k.r = cos (2x/}) [Lp - Ly} (4)

where |L, - L;| represents the usual path difference term.

The degree of variability in the slit width of a particular grating was determined by
measuring the average width and the corresponding standard deviation, that is, w * éw. In
the interferometric calculations related to gratings incorporating uncertainty in the slit
dimensions, the slit widths (and interslit separations) were selected stochastically from
a Gaussian distribution having this experimental mean and standard deviation.

Experimental

The light source utilized was a HeNe laser (X = 632.8 nm) and the screen was a photo-
diode array composed of 1024 diodes, each 25 um wide. The intensity profile of the
multiple-slit interference incident on the photodiode array was recorded by a modified
version of the EG&G Optical Multichannel Analyzer (1460-D OMA III, 1463 detector module,
and modified 1420 detector). The detection semiconductor was not cooled.

A computer program in Fortran 77 lanquage was written to calculate intensity distri-
butions at x resulting from the interferometric interaction of 2 to N slits (up to 100).

The basic test of the theory was carried out utilizing a number of double slit sets.
These double slit sets were composed of two precision slits separated by a distance equal
to the individual width of the slits. For instance, a particular set included two slits
25 um wide separated by 25 um. Other sets included slits 50 um, 75 gm, and 100 um wide.

Following the basic double-slit test, the calculations were utilized to predict the
interference pattern originated in N-slit transmission gratings of practical interest.
These gratings were composed of slits 30 um, 40 pm, 66,67 um, and 100 um wide, The dis-
tance between the slit array (j) and the detection screen (x) was typically in the
4 - 10 cm range.

Results

In Fig. (1) we include the measured interference pattern resulting from two high-
precision 75-um-wide slits for a slit-screen distance of 10 cm. Notice that the number of
pixels from maximum to maximum is 15, and since each pixel is 25 um wide, that represents
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a total distance of 375 um. The lack of detail near the base line of the measurement is
due to photon noise limitations. The calculated interference pattern for those dimensions
(shown in Fig. (2)) indicates that the maximum-to-maximum distance is also 375 um. Thus,
it is clear that there is good agreement between theory and measurement.

Fig. 1 Measured double-slit interference due to 75 um slits. The distance from the
slits to the screen is 10 cm. Each pixel, on the horizontal axis, represents a
displacement of 25 um.
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Fig. 2 Calculated interference for the double-slit case utilizing 75 um slits.
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Fig., 3 Measured interference pattern resulting from the interaction of N-slits 66.67 um
wide; here, N = 30.
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Fig. 4 Calculated interferogram for the N-slit case involving 66.67-um-wide slits.

In Fig. (3) we show the interference pattern resulting from a grating incorporating
66.67 um slits (for a 10 cm grating-screen distance). The measured peak-to-peak distance
corresponds to 138 + 13 um. The calculated interference probability, shown in Fig. (4),
indicates that the peak-to-peak distance is 135 um. Certainly, the slight difference is
due to the 25 um resolution limit of the photodiode array, which also explains the absence

of finer structure in the measurement.
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The question of variability is illustrated in Fig. (5) where the calculated interfer-
ence pattern for a 60-slit grating is included. 1In this case the slit width separation is
33.34 + 1,21 um. The main feature of this result is the irreqularity of the interference
pattern. Comparison with measurements shows that calculated interferograms of this type

agree well with the measured signal in terms of average number of cycles per given unit
distance at x.
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33.34 + 1.21 um wide.

Discussion

Particular attention in these measurements is given to the intensity distribution, as
a function of transverse distance, of the interferogram recorded at the screen (x). This
is due to the fact that information from the interferogram coupled with knowledge about
the source wavelength and grating-screen distance can be utilized to study the physical
characteristics of the grating. In this regard, correlation of the theory with
measurements of the interference profile is important. Applications in this area include
fast on-site physical characterization of transmission gratings.

The aim of the double-slit experiments was to provide a basic test of Eq. (3) in con-
junction with the respective wavefunctions and exact geometrical expressions. Results
obtained with several double-slit sets, including those shown in Figs. (1) and (2), indi-
cate that the theory and the numerical approach function well in this limit. In the case
of reqular N-slit gratings good overall results were observed with some minor deviations
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due to the 25 um resolution limit of the detector array.

A finding of particular interest was the realization that even minor variations in
the physical dimensions of the slit width and interslit separation can lead to irrequlari-
ties in the interference pattern. This observation holds true even for the case of uniform
illumination.

Conclusion

In this communication we have demonstrated the use of basic quantum mechanical notation
to describe interference phenomena related to N-slit gratings. The beauty of the approach
provided here is that a simple equation of a generalized nature can be utilized to demon-
strate the classic double-slit experiment and at the same time predict more complicated
interferograms of practical interest.

References

1. P. A. M, Dirac, The Principles of Quantum Mechanics, Fourth Edition (Oxford University
Press, London, 1978)

2. R. P. Feynman, R. B. Leighton, and M. Sands, The Feynman Lectures on Physics, Vol. III,
(Addison Wesley, MA, 1971)

3. F. J. Duarte, in preparation

47




THE THECRY OF LIGHT AMPLIFICATION IN FAR ULTRAVIOLET LASERS
A.V.Borovskii, V.V.Korobkin, M.Yu.Romanovskii

ABSTRACT
The short wave radiation amplification 1s considered in thin expansed
plasma filaments. There are the nonstacionarity of active medium and
defocusing of short wave radiation analysis. Some perspective ways 1o create
inverse populations are considered for dense gaseous mediums,

1. X-LASERS IN A LASER PLASMA.

Amplification of spontaneous radiation as a result of transitions in
multiply charged jons in a laser plasma at wavelengths A<50 nm has been
achieved experimentally (1-T]. The effect described in [1] occured as a
result of the 3p-3s transitions in neon-1ike ions of Se (A=20.6 and 20.S nm),
Y (*=15.7 and 16.5 nm), and Mo (A=13.1 and 13.9 nm). The amplification
reported in [2-5] was due to the 3-2 transition in hydrogen-1like carbon ions
{*+=18.2 nm). Amplification due %o the 5f-3d transition in 1lithium-like
aluminum ions (A=10.6 nm) was observed in (6}, This has greatly enhanced
theoretical interest in schemes for amplification of spontaneous radiation as
a result of transitions in multiply chagred ions in a plasma. It is difficult
to maintain ionized plasme under steady-state conditions. One has to consider
therefore amplification . durihg plasma expansion, as observed 1in the
experiments reported in [1-7]. The most convenient form of the amplifyihg
medium is a plasma filament.

We shall investigate the characteristics of amplification of spontaneous
radiation in an expanding plasma filament associated with transient nature of
the active medium and with defocusing of the radiation. The main conclusions
will be fairly general and will apply to any methods for creating a population
inversion at short wavelengths. We shell consider a specific example of
recombination fumging of H-like ions. We shell analyze this scheme because of
the considerable interest it has recently attracted [S-12].

the gain #' exceeds the attenuation coefficient # . Since the time dependence
+¥(t) is bell-shaped, it is natural to select the amplification condition in
the form #"=#*(: ).#7(z,), where 7, is the moment corresponding to the maximum
of #x%(*). This condition is insufficient for effective amplification. In
practice, we must ensure that gosln(I/IS,);ao, where I is the final intensity
and I.. 1is the 1initial intensity of spontaneous radiation before
amplifiéétion. The transient nature of the active medium is a factor wich
reduces the final intensity I. In fact, if the condition #te is obeyed in a
time interval tg. then the distance traveled in this time is Lg:ctg. For Lg<:L1
(L1=ctq is the distance in which the intensity reaches saturation), the

max imum intensity of a 1light puls is not achieved. The intensity which is
3

2
obtained depends on g'=cJ w*(z)dt:meg. which we shall call the gain

coefficiet. As establisheé) below, we can achieve go;20 provided gt>30.
Assuming that the length of the active medium 1is I~L <30 cm, we find that
amplification requires that ' em ', =

It therefore follows that amplification of spontaneous radiation can
occur in a transient plasma filament in schemes characterized by g+>30,

#>1 cm™', and @ (1 ).
1.1. VALUES OF g* AND LZ IN THE CASE OF RECOMBINATION PUMPING OF HYDROGEN-LIKE
IONS
Following [14] we shall consider only self-similar expansion of a plasma
filament. We shall assume that initially a ring-shaped layer of matier is
characterized by a nuclear charge Z, a density of heavy particles No’ and an
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electron temperature T, when the radius of the filament is Rj. For the sake of
simplicity, we shall consider the behavior of the plasma parameters on the
filament axis.

YAL§§§_QE_§fg§2_AgQ_gf_L14L1§1. In the simplest adiabatic case the

thermal energy of electrons and nuclei is transformed into the kinetic energy
of filament expansion. We then have

1-ax(t)
#t(t)= [——]ex prx(0) 4 /x (1), )
U p[-» ]
T/9,2/9 4/9
g+=23.4B“r7/3 H?Wgom 1——(1—(9—/-1—31)179 exp (-a 9/4}')): 2)
71973 1+8(9/13p)

where
q=10_40B710/3Né0/3z_4T55, p=1.1*10‘6079/4Né7/4ROZ'25/4T549/8

(3)
_ 4/3 _ _ 6,/ @ _ 12,5 /0
x(1)=x, (/1 )3, t R/, ust.e10% T, x =N /102251
The constants B, a, g and 7 are listed in Table.
B a  § 7 ¢ KL & & G L
(3-2) 2.4-6 0.27 0.44 0.02 1.3+3 1.1 1.243 160 0.30 50  1.1+4
(4-3) 4.9-9 0.19 0.30 0.53 1.7+3 0.4 4.3+3 14 0.42 34  6.5+4

We can use Eq. (1-3) if (9/13p)* %!
VALUE OF g* AS A FUNCTION OF N, AND T, .We shall assume that R, and Z are
constants; we shall vary simaltaneously NO and To' The dependence of g+(N0.TO)
on NO and TO resembles a wedge with a sharp edge (Fig.1). The asterisk is used
for the values of the variables N0
and Tb on the edge of the wedge.
The corresponding values of g+, "
E,J/m and L, are
g+=gN;1/147R§/49/286/49 (4a)

aam=H256/49/R30/49N;20/147 (4b)

B T Lg=EN;1/7Rg/7/Z20/7 (4c)
103 404 The constants G, M, £ are listed
in table.

DEPENDENCE OF g ON 2. It is
worth noting the rapid reduction
in g+ on increase in Z. This is
due to the fact that in a Ifreely
FIG.1. Gain coeffitient %E predicted for expanding plasma the population
adiabatic expansion of a plasma filament lifetime decreases on increase in

in vacuum when the plasma contains carbon 2 at a rate faster than the
ions (Z=6) and the filament radius is Ro= increase in the gain. In the case
10 . of the 3-2 transition and Z=6 when

the 1initial parameters of the
filament are optimal (N =10°%cm™3, B =10 u, T =T%), we obtain g'=57, o4
cm"1, and Lg=14 cm. For Z=13, the corresponding values are g'=15, #'=9.6cm™ 1
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and L8=1.5 cm. For the 4-3 transition under the same conditions and for Z=6
and 13, we obtain, respectively, g'=74 and 19, #"=1.5 and 3.5 cm™', and L= 49
and 5.4 cm,

Only media characterized by g+>30 are of interest. In the case of
adiabatic expansion the condition g+>30 is obeyed if Z<8 (3-2 transition) and
Z<10 (4-3 transition).

RESTRICTIONS ON Z DUE TO LOSSES CAUSED BY DEFOCUSING. Only the
amplification has been considered so far. A recent investigation [8] makes it
possible to use model of a planar Epstein layer to allow for the losses due to
defocusing 3 which, for the dimensions of a plasma filament under
consideration, are due to refraction of radiation and ecxeed the losses due to
diffraction, invers bremsstrahlung absorption, and photoionization of excited
states of the ions [19-201. In the case of a filament we have

- _ PR
%32 (p/GR) wp_vf?4ne /m)ZN, (5)
where N+ is a number of nuclei in 1 cm3 .
Under optimal initial conditions at the moment of attainment of the

maximum gain, we have
x&m=g12513/98/N37/98Rg3/49. (6)

On increase in Z the value of &am rises faster than #", so that at high Z the
losses may exceed amplification. We shall now estimate Z at wich this
occurs. It follows from &ams%m that

—p wq101/121552/135
Z<Z1=§2No Ry . (7)

The constants & and é are listed in Table. It should be noted that Z, is

practically independent of the filament parameters. For N()=1020cm_3 and RO=1Q¢
we find that q =12 or 17 for the 3-2 or 4-3 transitions. In the case of 3-2
transition and these values of N, and R,» we obtain &am=0.2 em™! if 2=6. The
absorption due to the invers bremssirahlung effect and photoionization of the
excited states (in the case of the same parameters as before) is w'h<1 m".
The radiation due to the 3-2 transition in hydrogen-like carbon ions can be
absorbed in the case of photoionization of the ground states of CIV, CIII...,
but if t~t_ (&'~ #") there are practically no such ions (21].

As shown in [13,14,18], allowance for recombination heating lowers ' by
30-40% and reduces correspondingly g+. For example, if No=1020cm'3, Ry=101L,
and 2=6, we obtain g+=32 for the 3-2 transition. Allowance for reabsorption as
a result of resonance transitions [18,22] reduces additionaly &52 and g+ by a
factor of ~2-3.

1.2. INCREASE OF THE EFFECTIVE AMPLIFICATION TIME

In the case of recombination pumping we have a'(t)=xj(t)a,(t), where
a;(t) is found on the assumption that all the heavy particles are
recombination centers (bare nuclei) and a () is the real fraction of the pair
nuclei in the ion component of the plasma. A shortcoming of the scheme is that
a,(t) decreases with time. If a plasma is first irradiated with lonizing
fluxes, we can maintain a+=1 throughout the expansion stage. The largest
ionization cross sections are known to be exhibited by photons.

+
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EXEB§§§IQQ§_EQB_gf§yQ_Lg;The problem of expansion of a plasma filament in
a field of external quasi-Planck radiation (ionizer) cut off below
ionization potential was solved in (15,18] and the formulas for xt(t) were
also obtained there. Calculations of g+ and Lg were made in [16,17)., We shall
Zive them without derivation for the case of the optimal temperature of an

2Xternal radiation source:
g+=gvz‘1/57(NR2/u2)7/57. Lg=EVZ—61/19(NR2/u2)9/19. (8)

where u 1s the rate of inertial expansion of a filament. The values of G, and
Eu listed in table. If Z=6, NO=1020cm'3. R0=10u. and u=200 kns, we find
that, for example, in the case of the 3-2 transition we have g*=41 and L_=19
>m, whereas in the case of 4-3 transition the corresponding values are g+=28
and L_=100 cm. We can see that the use of an lonizer increases somewhat the
value of g*. We recall that in the case of filament eXpansion we obtain
g50=32.
2. SOME EXOTIC WAYS OF CREATING INVERSE POPULATION 1IN X-RAY REGION [23)

Much effort is currently concentrated on studying some major mechanisms

for inverse population in the X-ray region. Among these are recombination,

photopumping, recharging, collisions. But there are some interesting another
ways.

2.1. IONIZATION OF INNER SHALLS BY OSCILLATED ELECTRONS IN INTENSE OPTICAL
FIELD

To generate X-ray radiation, we consider interaction with the atoms of
optical radiation with an intensity I~10''W/cmf. If the amplitude E of the
optcal Tfield exceeds that of the field E_;, which acts on an external
electron, the "electiron-atomic remainder" system becomes 1loose, that the
external electron is ionized. This electron acquires acceleration
aze(E—Eat)/m. where Eat is the collective field generated by all the rest
particles in the electron location (it is less than E_;), e - is the charge, m
- the electron mass. Let us set E >> Eat‘ During the optical field halfwave
the electron has enough time to acquire a velocity veseE/mu (0w - laser
frequency). If the electron reaches a neighbouring atomic remainder, it may
ionize the latter and,due to its high energy, even to kick out a lower lying
electiron, though this probabiliiy is by an order of magnitude longer than that
for the higher lying electron shall. If in this case the upper electrons of
the remainders keep to their locations, invers population energes a medium.

The act of ionization, even involving the lower lying eleciron ejection,
runs rather rapidly, virtually for the time equal to the light field perilod.
Most readily ionized in the sheme considered are alkall metals (in the vapoure
state), most difficult - inert gases. In the X-ray wavelength region this is
K-ionization for He and Na, L-ionization for Ar and K- and M-ionization for Rb
and Kr. For estimates, let us consider these gases (and vapors) under
atmospheric  pressure (No“3 10190m). ENe~2.5 109W/cm. ENa~1.3 109 W/cm,
Ew1018W/cm (This corresponds to the laser radiation intensity ot I~1017W/cm2).
An average distance between the atoms is 0.3 10—60m. the velocity acquired by
an electron at this distance is 2.8 1090m/s. and energy £~2000 eV. At a laser
puls duration, T,, net ionization efficiency is determined by the value at,,
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recombination being neglected. At the o .10 135. net efficiency of a single

K shell lonization amounts to - 1 1247, f.e. almost all atomic remainders
would lack one K electron. Minimal transition wavelength woud be 10 A, A unit
tonization effictency for L shell In Aroand M -shell iIn Kr can be expected at
1o Mg 18 g,
2.2, INVERSION IN LASER SPARCS

Another approach 1s assoclated with the laser sparks effect in o the
regimes of electron and radiative heat conductivity of medium. The jonization
wiave velocity v In the high power fileld may reach a value more than 1()71:m/s
and appreclably exceed sonic velocity in a hot plasma. In this case the
temperature of the plasma electron component T - amounts to 1 keV., The laser
radtation energy is absorbed by the electron component of the plasma. Under
these  conditions, durlng  the  fonization wave  front  travelling, the
temperatures between the electron and ion components do not bhecome lavelled,
since the relaxation time - at these temperatures is less than that of the
ionization wave front passing. Thus, the ifons on the fonfzation wave front
will be cold and recombination absent because this process has a haractleristic
time of development comparable with ..

The major transfer mechanizm  for  the ionization wave under  these
conditions is radiative heat conductivity. The plasma electeon compoenenod
spectral densily b here owell approximaled by Lhe Liack body  saadsabicnid
spectral density 00 Lel us congsider the process of the fonization of ool
neutral  atome lrJr:;iLed before the shock wave, The first way 16 successive
ionizatlon of the clectrons starting from the upper one. In bthis case inverse
population could ocecur as a result of recombination, but on the ionization
wave  front recombination has not enough time o ocecur. Lince there are
sufficiently hard quanta in the plasma radiative spectrum, the lower lying
wlectrons may be tonfized at once. In this case the value of  the inverse
population is determined by the probabilities of both ways of ionization. In
the  general  form the process would be more complex. In particular, the
appeared electron vacancy may “migrate” upward over the clectron states of the
lon. For neon (2-10) the photoionization time for the K -electron oo 1

10 "5, The value © 1.45 10 ''s. Thus the rates of the development of hboth

ways of the fonization are comparable. The value v -108(:m/s‘. and the time of
Uio s ¢ o10%em™! is the

laser  radiation  absorplion  coefficient)  correspond Lo Lthe  temperiature

the feont passing over a separated section o e (.7)

T -1 keV. According to this estimates the procecsses of successive 8 multipie
ionlzation of the ron and its K electron are equally probable. Since oo 0

approximately half of the particles at the ionization wave front will i)c: in an
cxoited state, The main transition will be In a 7 multiple jonizned neon
without K electron. The wavelength of oo 2ne/ @, 00) 20 Z corresponds Lo this
transition., To generate radiation with a frequency of 1()18112.. the jonization
process can be considered Instantaneous. In this cage the atomic rematnder
Lransfers inlo an excited pon stationary state, since ejection of part of
clectron s through fonfzation changes the energy of Lthe atomic remainder and
hencs:, ibs Hamilbtontan, and the stales of the rest electrons at oan instance
fmmediately after the jontzation act keep the same as before 1L in the atom
viony. AlLL the electronic sistem of the atomic remainder turns out Lo be in oan
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excited state; we'll consider only the electron located "immediately above the
hole", i.e. which would be the first to transfer from the nonstationary state
into the stationary one. The latter state may naturally be either fundamental
or excited. The probability of these transition is known [25). If mzld is the
wave funciion (WP) of a set of the corresponding quantum numbers of an
unperturbed atom, mﬂew is WP in state m of the atomic remainder, then the
probability of transition from n into mn is Wmn=|qmn]2=1fwgfd wﬂew dV|2. The
rate of this transition , unlike that of transition between the stationarity
states, is unknown, but it is this rate that virtually determines the lifetime
of the "hole". If it is greater then the rate of the ionization considered the
medium inverse population takes place, the portion of atomic remainders in the
state of inverse population being determined by the way of ionization driving

and may considerable (more than 10%).

ITI. ANALYTIC MODELS OF AMPLIFICATION OF SPONTANEOUS RADIATION

We shall now consider in greater detail the amplification of radiation
in an active medium.

INSTABILITY OF BIDIRECTIONAL AMPLIFICATION IN LONG FILAMENTS (8]. At
first sight it follows from symmetiry considerations that amplification of
spontaneous radiation in a long plasma filament of finite length L shoud
establish a steady-state symmetric spatial distribution of the intensity.
However, we can demonstirate that small fluctuations of the initial intensity
of spontaneous radiation (which are always present) alter qualitatively the
spatial distribution of the intensity so that it becomes asymmetric. This
asymmetry 1is difficult to detect in the case of radiation emerging from the
end. For example, the intensities at the right Ir and left I1 ends differ only
by a few percent. This is due to the fact that the intensity Ii increases in
the region where the radiation traveling to the right has not yet depleted the

inversion.

AMPLIFICATION IN A_SEMI-INFINITE FILAMENT. We shall consider
unidirectional amplification of spontaneous radiation near the end of a long
filament. In this case the intensity of the wave emerging from the filament
depends on time. We can determine I(".) by specifying the time dependenses of

the gain and of the absorption coefficient. We shall assume that

P (1y=10,1-0; #%, 071t ; 0, 1.1}, o+ =Const, (9)
i.e., in a constantly absorbing medium at a time '=0 the amplification act:
for a time ' . The equation governing the time dependence of the intensity is

s s LI e, AN 0= () (14T (10)

The assumed time dependens of the gain, subject to saturation, is typical of a
homogeneously broadened line., In a transient medium the intensity IS causing
gain saturation 1is generally a function of time. We shall ignor this
circumstance, We shall solve (10) subject to the 1initial condition

1(0)=Ig;=q/+ . Assuming that #'. « and Igp/Ig 14 we obtain
& ‘+_— o] ~
TA-1/1,)7 7" Iy expleh (1)), 1 =Ige?/s7, g (t)=ci*t, (1)
The time dependens of the intensity is shown in Fig.2.
The quantity g*(t) is limited to the value g*: cett . We shall determine
the value g' necessary to reach an intensity 1I=I (1~ ') which is of

practical interest only if g, 1n(I/Isp);20. Substituting the expression for
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I in (11), we obtain g+=g0+6&+/£'220+6&+/&_. Effective utilzation of the
amplifying potential of the active mediumrequires that &2>1. Therefore if
A #t/e7>1, it follows that
e amplification can be achieved 1f

gt>20. For example if ='/z"=10, we

Ty | ! should have g*>30.
1, 13 We shall now determine the time
g Y t taken by intensity to rise from ISp to
Fig.2. Time dependence of the intensity I=Im(1—e_6):
at the end of a semiinfinite transient ct1zL1=go/&++6/&— (12)
filament when tg<t1. From now on we shall assume that O=1.

An increase in t_ in excess of t1 has
little effect on the output intensity. If t>tg the intensity decreases in
accordance with the law

I(t)=[I(tg)~Is lexpl-c& (t—tg))+I (13)

P sp°
If the time dependence of the gain coefficient is bell-shaped, then the
integral g'=cj#*(t)dt should be used in (11). We shall find the time constant
tg=g+/0%m. As a rule, t, is approximately equal to the half-width of et (1) at
midamplitude. A more detailed analysis of the amplification should be made
using a secular time-dependent equation describing the transfer of the
amplitude of a light wave.

be obtained from a plasma filament as a result of recombination pumping. In
the case of free expansion in vacuum we can obtain an upper 1limit to this
energy on the assumpsion that each recombination center emits one photon:

E; 5 =TREN RyZE (1/5-1/b%). (14)

It N0=10230m"3, Ro=1“’ and Z=6, the energy obtained in the case of the 3-2
transition is ElaS=34 mJ/cm. The energy Elas is reduced by the following
circumstances: 1) for reasons associated with the gasdynamics of filament
expansion, not all the particles have plasma parameters within the range
favorable for amplification; 2) not all the ions recombine (ionization
quenching); 3) not all the recombining electrons reach the upper laser active
level and a part of the recombination flux bypasses the lasing transitions; 4)
ot all the elecirons reaching the upper laser-active level drop down on the

energy scale because of stimulated emission and some of them drop down because
of collisional deexcitation and spontaneous emission at an angle to the

filament axis.
IV. CONCLUSIONS.

Our analysis deals with the problems associated with the influence of the
transient nature of the active medium and of the distributed losses on the
amplification of the spontaneous radiation at short wavelengths. An increase
in the charge carried by each ion enhances the time dependence. The product of
the gain and the distance wich light can travel during the gain lifetime tends
to zero. This may limit the usefulness of some fopulation inversion mechanisms
as the wavelength is reduced. The majority ol the proposed shortwavelengtih
gopulation inversion schernes are characterized by radiative depopulation of

he lower active level, wich is effective only in very thin plasma bunches.
Recombination pumping requiers rapid cooling and this again means that thin
plasma bunches have to be used. The result is an increase in the role of
distributed losses beacause of defocusing of the amplified radiation and
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these 1losses exceed the losses wusually allowed for (due to invers
bremsstrahlung absorption and photoionization of exited levels of ions). An
allowance for distributed losses can also limit the usefulness of some
population inversion schemes at shorter wavelengths.

By way of illustration of these general ideas, a detailed analysis is
made of recombination gymping 0of hydrogen-like ions in an expanding plasma
filament. It is shown that in this case the variant of Iree expansion of the
plasma filament in vacuum is unsuitable for higher values of Z. Limitations
are imposed by a factors mentioned above such as the transient nature of the
active medium and losses due to defocusing of radiation. The limiting values
of Z at wich amplification can still be observed are 8 (for 3-2 transition)
and 10 (for 4-3 transition). Forced ionization of an exganding plasma in the
case of parameters optimal for the amplification oI 1light in the free
expansion variant improves somewhat the limiting value of Z (Z=12 for the 3-2
transition). The main limitations are then imposed by distributed losses due
to refraction. 1 o

It is also shown, that high-power laser radiation I>10 S/cn enables to
produce an extended inversely gogulated active medium in light-atomic gases in
order to generate coherent radiaition in the soft X-ray region.
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X-RAY TLASFR GAIN FROM BRAGG RFEFLECTION OF CHANNEL RADIATION

M. Strauss* and M, Rostoker
Department of Physics
Jniversity of California, Irvine, California 92717 USA

ABSTRACT

The effects of radiation losses and atomic motion on a distributed feedback induced by
3ragg reflections in an electron-beam channeling X~ray laser is investigated. Standing wave-
fields with nodes in the atomic sites are generated in this cavity mirror structure in
single crystals which reduce the losses located close to the atomic sites. An explicit
exnrassion for the low threshold gain is derived which depends on the absorption, tempera-
rure, and on the order of Bragg reflection., It is noted that diffraction from several sets
of atomic nlanes which satisfy the Bragg condition simultaneously may further reduce the
threshold gain. These distributed feedback schemes have possible apolication in reducing
heam high current requirements by many orders of magnitude. It is suggested that an elec-
trostatic accelerator bHased on a field emission tivp electron qun, as used in scanning
2lectran nicroscony, ~an generate the necessary hrightness, but with a small current. A
detailed discussion of electron beam and accelerator requirements is given and some accel-
erator ideas anvrooriate for a channeling ¥-ray laser are suggested.

I. INTRONICTION

A relativistic electron heam propagating through planar or axial channels in a crystal
fFrea of imnerfections may ponulate bound transverse enerqgy eigenstates.~- Spontaneous
dipolar transitions between these discrete eigenstates have been shown experimentally to
vield narrow~width, highly polarized, and intense X-ray radiation which is strongly forward-
veaked.” One of the important issues in the possibility of using the channeling mechanism
1s a coherent X-ray source depends on future progress in creating sufficient gain from
induced emission. This pnaper is related to the issue of identifying an efficient scheme for
aain optimization in crystal channeling. Previous estimates suggest thst in a one passage
amrplification scheme even modest gains may require currents above MA/cm* range for energies
near 10 Mev,”” The aim should be to suggest a mechanism to reduce this high current
requirerent Yy many orders of magnitude, thereby bringing the channeling X-ray laser closer
to exverimental reach.

An efficient scheme to significantly reduce the gain requirements for a channeling X-ray
laser was nronosed based on the concept of a distributed feedback laser (DFB) which is
sunnlied nHy muilinle Braqgg reflectiogs of the radiation. This scheme was very useful for
atomic eritters in the optical range’ and was extended later on to the X-ray range. The
advantages of using DFB lasers includes the intrinsic compactness and high degree of
spectral selectivity available without the need for cavity mirrors. The channeling DFB
concent is favorahle due to the possibility of radiation tunability. By adjusting the
electron heam enerqgy the Doppler up-shifted radiation can be tuned onto a line in the DFB
mode snectrum near the RBraaqg reflection frequency.

The nresent npaper considers the channeling DFB scheme including the effects of absorp-
tion and a%nnic motion nn the threshold gain condition and spectral selectivity. We find
that the formation of a _tanding wave-field with nodes on atomic sites, where absorption
takes nlace, reduces drastically the effect of absorption. This effect is related to the
norrmann_anomalous transmission effect where standing wave generation makes X-ray losses
small.?-1%  The atomic motion effect can be expressed in term of a Debye-Waller
factor.m'”'14 This effect limits the applicability of the DFB scheme to temneratures that
are very low commared to the Nebye temperature. We further consider the effect of the order
of Aragg reflections on the threshold gain condition. In spite of the limitations intro-
duced by the radiation losses the DFB mechanism does reduce drastically the high current
requirements. However, the main threshold condition is dictated by the absorption.

To carry out a meaningful experiment of channeling X-ray laser an accelerator should be
snlected hased on existing technology with a very low emittance and high current density. A
nossihle concept can be to anply a field emission tip electron gun, as used in scanning
electron microscopy, in an electrostatig accelerator. A low emittance beam can be obtained
with very hignh current density (1 MA/cm“), but very low current (10-100 nA). The transverse
dimension of the beam can be in the range of 100 A and radiation guiding is supported by
Rragq reflections.-

* UVisitina Scientist on leave from the Nuclear Research Center, Negev, P.0O. Box 9001, Beer
Sheva, Israel.
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T1. THF DFRB X-RAY LASFER MODEL

We characterize the set of channeling transverse eigenstates in the x direction as a
two~level system with states |1> and |2>, where W and hwo = €, - €, are the population and
enerqy differences, respectively. The directions of beam cha%neling and Bragqg reflections
are taken in the z direction. The Doppler up-shifted electromagnetic wave frequency
w = mo/(l-v'c) = 2v2wo in the forward direction is chosen to closely match the n order
3raga frequency, @ ~ nu,, where v is the channeling electron speed, w, = nc/a and a is the
periodic reflection plane snacing. Typically Kw_ is a few electron volts in the laboratory
frame so that for the relativistic factor y on tRe order of 20, Aw is on the order of
several keVv. Consequently, the channeling electron energy may be tuned to satisfy the Bragg
reflection condition and induce distributed feedback in the channeling crystal (see Fig. 1).

REFLECTION
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Figure 1
Channel radiation and Brajg reflection (E(z,t) = E+(z,t) + E_(z,t)].

. , . . . . . 2
The hehavior of the electric B field of the electromagnetic wave and the polarization P
of the heaw electrons are related by the Maxwell's wave equation:

2

2
A 4 > >
— . 15 3#5 B = ;g g{ (SE B+cvux M+ J) (1)
Az c” At c
where 4 = D x 7'c is the magnetization due to the beam electrons and transverse field
effscts are nnt considered.? The induced current j=13 + 3 , where M is the oscil-

R [e2:1e] los osc
latory nart and J os ig the dissipative current. The induced current J in r.h.s. of EBq. (1)
can be renresented as, (10

>
A2 c > A
AT 0 T gmleRE e osE] (2)
where K = Zneznn/cmw is the reflection function, ng is the spatially modulated atomic
electron density, u i§ the absorption function and an average is carried out over the
transverse direction 0 = (X,y). In the present section the atomic motion is neglected so

that ¥ and u are veriodic functions in the z direction.

The electric f ana nolarization © fields are taken in the x direction and are defined in
terr of forward and backward traveling waves:

—iw(t—z)+ -lw(t+z/C)

F(z,t) = s+(z,t)e e_(z,t)e + Cc.C. (3a)
Piz,t) = P (z,0)a 10520 p (g py e N (Er2/O), o 0l (3b)
whors o2 and Pooare slowly varying envelope fields.
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Inserting Egs. (3a, 3b, 2) in Eq. (1) we obtain

de

c 3t

eik2r35+ . _1 3€+ .
3z c at

de_ s 1
dz

. -ik
(v + iKre,] + 7 M7

2niw[eikz(1 -ikz

= (1 + v/oye_)

- v/C)P, + e
+
where kX =

2 2
ATe/dzT K kdesdz,

Equation (4) must b»e supplemented by the equation for P, and 1is

a density matrix approach obeying the Bloch equation:G'18

3 d _ : - 2
AT Pt + v 37 Pt = lAtPi - i(1 7 v/0o)d anEi/h - FP+
where d = e <1| x |2> is the electriec dipole moment, n

. . : 2
w/c and second order derivatives are ignored because 37¢g/3t

is the beam number density, T

+ (n o+ iK)e_]

(4)

2 << wde/dt and

readily determined from

’ (5)

is a

ohenomenological damping constant related to the channeling coherence length v/T,

Lyo= el Fov/e) - W

tion correction, In the limit of short coherence v/T' the 1l.h.s.

of of Eq.

is a detuning frequency and v/c represents a magnetic dipcle interac-

(5) is small and

Fa. (S) simplifies: P, = idnbw(ds+/h](l * v/el/(ia, - 1) Near resonance w ~ 2Y2mo and
A,/T << 1 giving: P_ = -id2an€+(1 - v/c)/KT . In this limit A_ ~ w, A_ >> T and in the
case of low gain P_ can be ignored in Eq. (4). We now define the scalar gain
a = andlznbw/hcr, where dl = d(1-v/c). Substituting P, in Egq. (4) we obtain
ikz d 13 .
& rKE €p A gyt (bt IKE - g+e+] +
-ikz 0 192

+ e [~ 37 6.t eap £t (ot iK)e_ - g_e_] 0 , (6)

where the forward gain factor g, = g and the backward gain factor g_ = 0.
In the following we obtain the equation of motion for DFB X-ray laser by using the

resonance parts of FEg. (6). Notice that K and u are periodic functions, i.e. K(z) = K(z+a)

and p(2) = u{z+a). For a periodic function f(z) = f(z+a)
exvansion,
o 2i1qu
f(z) = E fxe ) ,
1:—0:
where kR = wq/c = n/a .

We ins - rt the Fourier exmansion Fqg. (7) for K and p in Ig. (6).
tion frequency is close to the n order Bragg reflection condition,

hiaghly oscillatory terms we obtain from Eq. (6),
Ap -W
b 1 + . . n . _
53 % o EE - (9, - 16 - -~ ik Je, + e (n_ + 1Kn\5_ =0
-W
) 12 . n * *
- Ay Lt SAT ot - (¢ =~ i6 - u_ - 1Ko]e + e (un + 1K )€+

where we redefine e, as € expl ¥ i(k-nk yz] and include the atomic
+ B
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we can use the Pourier series

(7

For the case the radia-
k ~ nky, and ignoring

(8)

(9)

motion effect by replac-




ing Kn and B, by K exp(-wn) and by exp(—wn), respectively, with W, as the Debye-Waller

10,13,19 peye § = nkq - k is the detuning from the n order reflection and we note
* *
that K and p are real functions, i.e. K_m = Km and B_m = Moo Equations (8) and (9) are a

coupled set of equations of motion for the DFB X-ray laser.

factor.

IIT. THRESHOLD AND SELECTIVITY CONDITIONS

We now find the effect of absorption and atomic motion on the threshold gain and selected
resonance freguencv. The system at threshold is presented by the solution of Fgs. (8, 9) at
steady-state,

—W

%— €, - (g+ -6 - u - iKo\ e, t e R

]}
o]

+ iKn\ € (10)

I
N

n

. . “Waox L *
e - (g - i8 - uy - 1KO\ e+ e (un + 1Kn) €, o, (11)

l o}

s
N
|

where g is lidentified as a threshold gain and & as the selected frequency.

The coupled waves Eqs. (10) and (11) descrive the spatial variation of transmitted and
reflected wave amplitudes in a beam channeling DFB medium. For a slab of lenath L centered
at z=0, the accompanying boundary conditions read: ¢ (-T./2) = €_(L/2) = 0 and no external
radiation sources are assumed. The corr:sponding eigenvalue solutions to Eqs. (10) and (11)
for the case that Kn and u, are real numbers are found directly:

e, (2) = 92/ 255nnr(z + L/2) ] (12)
e _(z) = ¢ e‘JZ/Zsinh[k(z - L/Z)] , (1)
-2W 1/2
where A = [r% _is - iKo _ “0)2 + e n(Kn - iunﬁz] (1)

and the dispersion relation is

(_g. . _ 9 _ s -
N AR LI L S “o) + [ i8 iK

N

A formal solution of allowed resonance frequencies & and threshold values g can Ve
obtained by inserting Egs. (12, 13) in Eg. (8):

-
(iKn +oule "sinh(AL) (1%)

>
n
1+

-W

. n
+ uo\ + (1Kn + un)e cosh (L) . (17)

Nk
1
-
o
[
—
-
=®

Fauation (1A) determines A. Substitution of X into Eg. (17) and equating real and imaginary
parts yields the allowed § and g.

Anproximate formulas can be obtained in the limit of strong reflections:

(Knb)z >> (q[,)2 + 1 and |AL| << 1. Upon expanding Eq. (16) in this limit and using the
exnression for A we find for the first resonance:

_wn
b= - Ko+ |K |e (18)
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2

and the threshold gain condition g, for the typical case of Kn >> B
f ezwn ( ‘wn )
g, = ————— + 2(p -~ e " . (19)
t KiLB o} n

rhe threshold gain in Eg. (19) includes two independent terms: the first term is due to
raflection,” the second one is due to absorption. In a one passage amplification system
(with no reflections) the absorption is with the average absorption coefficient Ho which is
larae for Y-ravs, u_ > 10 cm-1.l‘ In the Bragg reflection coupling system standing waves
are Jenerated with hodes on the atcmic sites and the absorption, located mainly close to
the atomic sites, is strongly reduced. For this case at low temperature compare to the
Nehye tarperature, where exp(-W. ) ~ 1, u_ is of the order of p_ and Iy due to absorntion is
stroniyly reducad compared to u_. From numerical calculation of the anomalous absorntion in
1 dermanium sinale crystal the value of 1—un/uo can be of the order of 10-3.

The threshold gain condition due to reflection can be evaluated using the reflecgion
function ¥(z) with a modulated atomic electron density: (z) = n (1 - cos(2KR2)W.

n AN
N 2
and Ky= -Kg/2.

Annlyving the Tourier expansion, Eq. (7), for K(z) we obtain Ko = 2mne nO/me

B
Tynically ¥, is on the order of 104 cm™l in a number of crystalline samples used in
~hanneling studies, e.q., silicon, diamond, where nj is approximately the crystal bound
aleckron density. For firstdordef gragg reflections n =1 and L = 0,1 cm the value of g,
due to reflection is 2 x 107" cm™ *. In crystals with low atomic numbers e.g., LiH,

u o~ 10 CT'._l
i)

the main contribution here to the threshold gain condition is absorption. But as L
decreases helow 200 u the reflection contribution to g, exceeds the absorption one.

and for 1"“1/“0 ~ 1073 the value of g due to absorption is 1072 cm~l, Thus,

[t is shown in Refs, (15, 15) that by applying a diffraction scheme from several sets of
atomic nlanes which satisfy the Bragg condition simultaneously, it is possible to reduce
e ahsorption of the radiation. In this method, called the multi-beam Borrmann effect,
standing waves are generated in several directions relative to the atomic site, generating
lara=r nodal regions in tadiationdfiglds and the absorption for some,of the radiation modes
can he reduced hy a factor of 1077, For this case and p_ ~ 10 cm -, g, due to absorption
can he reduced to 1073 cm~l. ©

Tne inclusion of the atomic motion in Eg. (19) is through the Debye-Waller factor and is

related to the average displacement U, where n2 = <(U§Z))2> decreases with the increase in

tre Tehye temperature Tn. For a crystal with a high Debye temperature W, due to the zero

noint notinn can he as low as W_ ~ 10—3 n2.14 Thus, for n = 1 and temperatures T << Ty the
zero noint motion does not change g, appreciatively. Furthermore, by applying the multi-
beat Rorrmann effect together with the DFB scheme the atomic motion effect and the
threshold qain condition can be further reduced.

For the case the gain g is larger than the threshold gain gy the radiation fields £,

increase with time as exof(g-gt) ct/2] in the linear range. Thus, an amplification fagtor

(3-9,)ct/2 ~ 1 is obtained for a beam nulse duration of 50 ns, L = 0.1 cm and o ™ 10 cm_1

for 3 ~ 1072 cn™! {4 the nFR scheme and by including multi-beam Borrmann effect for

-1 - . . .
g~ 2 x 10 cm 1. These results should be compared to the gain (g = uo)L ~ 1 obtained in

a one nassage amplification, wherefore L = 0.1 cm and u_ ~ 10 Cm—l, g ~ 20 em~ L. Thus, in

spire of the limitations on g, due to the absorption, in terms of bear current requirements
the DFP3 mechanism in beam channeling has possible application in reducing current require-

mnents by many orders of magnitude,

In the next section we show that it is useful to consider an accelerator concept based
on a high carrent density (1 MA/cm?) but with a low total current (1 uA). The minimum beam
radiis b denends on the mechanism to guide the radiation. Tn a one-passage amplification

the quiding can he supported by spatial quiding base on Fresnel condition 432/AL > 1 or by
qain quiding condition 43 qg/AN > 1. These forms of guiding require for A = 3&, a = 100& that
a7 >> 1 and to a further increase in current density.2 In the NDFB system guiding can be

supported by 8raqgq reflections with the condition 4da Ko/k > 1 and is independent of g.17

Thus, reflections can avoid the huildur of radiation diffraction for A = 3A, a = 100& even
with g << 1,
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1v. ACCELERATOR REQUIREMENTS

In order to obtain significant ga%n from7induc§d emigsion the current density of the
*® 0f 10

electron beam mast be of the order- of 10 A/cm® for one-pass amplification. This
requirerent can bhe reduced to 107 - 10° a/cm? by using the DFB scheme described in this
nanav,

TMe electron beam is characterized by the emittance £ = R<AS> where R is the beam radius

and <13 is the angular snread. The bean may alternately be characterized by the mean
pernendicular enerav

2

W= %2 fe<ne>] (20)

L
Ar the Rrialtness

3 = [/ (ne)? , (21)

whoere 113 the *toral cnrrent. The current density can always be increased by focusing. For
svirnle, for a magnetic lens in vacuum the envelope equation is

2

12 2 Q

dr _ e 2v 1 4

2 3t 3r 52t ' (22)

adz r Y 2c
T, F 2R vnc where 3, is the axial magnetic field. The beam radius can thus be reduced to
“he liniks of Tg. (22). However, the crystal channel eigenstates set a more restrictive
limit, Since g = R<23> is nreserved as R decreases <A8> increases as does W, given by [&qg.
(20, To nave bound eigenstates wl ¢ 10 eV is required. Thus the minimuwm radius is Ry =

. 2 g
£ ymc” 2\-:,H 2

and the maxivnum current density is

- . 2
Jm = n8(2hl/vmc ) . (23)

The rccelerator that oroduces the maximum J o is a field emission type employed in scanning

electron ﬂicroscopv.20 For d.c. oneration &€ ~ 3 X 10-8, y =1 (5 keV) and I = 10-8 A.

Quch Heams are routinely focused to a current density of 10° A/cm“. If the electron beam
could be accelerated to 10 MeV without changing the normalized emittance g = y6e, the

resuyltant emittance would be € = 2 X 10—10. The min&mum rgdius for W, < 10 eV would be
7.1 & corresnonding to a current density of 0.6 x 10° A/cm*. A current density of 10
a/cm? would Be obtained over a final focus radius of 18 & or 104 A/cm2 over 57 A radius.

or a channal of 100 R radius the total curgent wSuld need to be increased by a factor of
about 3 to achieve A current density of 107 A/cm®. Presumably with pulsed operation much
larger «urrents could he ohtained and larger final current density or larger minimun radius
Wwilth the same currenct deasity would be possible.

The riuestion that must be addressed is whether or not a low current beam can be acceler-
atedl from about 5 keV to 10 MeV without destroying the brightness due to some instability.
¥or such a low current beam it is credible that this could be done with an electrostatic
acceleratnr i.e., a Van de Graff. However, such an accelerator is expensive and requires a
larage facility which would limit the availability of the X-ray laser. For this reason we
have also considered a particular_type of Betatron that is a descendant of the Astron of
LLNT,. It is ~alled the elonaated Betatron and has been develoved to accelerate currents
of kthe order of 100 A to a few MeV. It has also been employed to trap very low current
heams which has not been possible with an ordinary Betatron.

In any case the electron bheam requirements are not state of the art but appear to bhe
achievable with somne research on the source of electrons and the accelerator starting with
field emission sources used in scanning electron microscopy.
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PROSPECTS FOR PUMPING AN X-RAY LASER WITH SUPRATHERMAL
ELECTRONS GENERATED IN LASER-PLASMA INTERACTIONS

J. P. Apruzese, P. G. Burkhalter, J. E. Rogerson, J. Davis, J. F. Seely,
C. M. Brown, D. A. Newman™® , and R. W. Clark

Naval Research Laboratory, Washington, D. C. 20375-5000
J. P. Knauer and D. K. Bradley**

Laboratory for Laser Energetics, University of Rochester
Rochester, New York, 14623

Abstract

cctrons have been proposed in several contexts as a pump source for x-
eries of experiments performed at the University of Rochester, formvar-
lar silver dot targets were simultaneously irradiated with 1.06um and 0.35
in the mid-10'% w cm-2 range. In some of the shots, only 0.35 um light was
n resolution and broadband spectral data reveal that higher states of
ionization of neonlike and fluorinelike silver were achieved in the presence
beam. Evidence that this enhanced excitation and ionization is due to
I 2lectron pumping is provided by the broadband continuum data which show little
ase in the thermal electron temperature, when the 1.06 um light is superimposed.
the data indicates that, in a similarly structured linear target, the gain of
2 to 1 neonlike line at 99.6 & would increase from 0.4 cm™! to - 1 em~1 when
aser wavelengths. This conclusion 1s independent of the mechanism producing
d excitation and ionization.
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1. Background

he generation of  suprathermal electrons in  laser-plasma interaction has been the
< of intense experimental and theoretical investigation for more than 15 years1‘
onversion of lnﬂldent laser energy to suprathermal electrons has been found to be
*

AgaR 2st for [i€ z 1019 y on-2 wme. The presence of such hot electrons is undesirable in
1s=2r fusion experiments, and_ they have been substantially eliminated through use of
shorter laser wavclengthsm'1 . However, suprathermal electrons may be effective in
pumping x-ray lasers! =16,
The usefulness of suprathermaT electrons in x-ray 1laser experiments has been
investigated in detaillh-1 only for the achievement of population inversions in neonlike

ions, although there 1s every indication!® that the nickel-like sequence is equally
promising. Stripping to the sodiumlike stage, or the ground state of the neonlike stage,
requires a lower thermal electron temperature than that needed to both achieve and pump the
neonlike stage. The excitation and ionization energies from the ground state of the closed
shnell neoniike configuration exceed the ionization potential of the sodiumlike stage.
Therefore, 3 relatively cool plasma may contain substantial sodiumlike and/or neonlike
ground state populations. Such a plasma, irradiated by the proper combination of laser
wavalengtn and intensity, could then be "pumped"™ by the suprathermal electron population
“hrough ionization of the outer'® or inner shell electrons! , or direct collisional
excitation of the upper lasing levels of the neonlike stage!3, all of which are
energetinszally accessible to the suprathermals but not to the cooler thermal electrons. The
term "pumping” is used to refer to all three possibilities mentioned above. 1In an attempt
t> provide experimental verification of this concept, a series of shots was undertaken
using the 0.35 um OMEGA facility at the University of Rochester, supplemented by the 1.06

um GDL  beam for suprathermal electron generation. In the succeeding sections, the
experiments and diagnostics are described, the principal data obtained presented, and our
interpretation is discussed. In the concluding section, the work is summarized and avenues

for future investigation are suggested.

2. Description Of Experiments

I is now well established'2,'3 that 0.35 um laser light produces ne ligible numbers of
suprathermal electrons when irradiating a plasma at _intensities I < W em~2. However,
experiment sing 1.06 uym light at I -~ 3x101“ W em™2 have invariably revealed the presence
2f 2 "uprarhermal electron population which is generally believed to be produced by tine
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P .
r. mechanism.%,9.8,9,12,13  Therefore, the state of ionization/excitation

ce absorptic
clasma without suprathermal electrons present may be established from target shots
ne only tne C.2% um “eams. when the 1.06 um beam is simultaneously present, it is
2 that significant numbers o swuprathermals will be creataed, allowing for the
3inility of spectroscopic detecticn of their pumping effects.

rargats us2d consisted of a 3000 f thick circular silver spot, 206G uym in diameter,
a2 'R00 A thiok layer of  formvar stretched over the 2.5 mm diameter hole ¢f a
e Tne structure of tre  ctarget - a potential lasing material deposited on
s similar %o that of tr. linecar exploding foil targeto successfully employed in
0 REVANEE 3t Lawrence Livermore National Laboratory 7-19 and the Naval Research
s ary e The 00 R tn:cknece of the silver layer (315 ug cm -2) was chosen to produce
2tron density of 2 X WO— em~3 at  the peak of the 650 ps driving laser pulse using

! a

SRS 2 um radiation of 3-5 x 10! w om™2., This electron density fermits
re s with geﬁeﬂet on of supvaphermal electrons by the superimpocsed 1.06 um
heam critical density s 1x10<! em- 3. One-dimensional hydrodynamic
ralr oxperiments using the model described in Ret. 21 and the scaling laws
e dradynamics uevnloped in Ret. <22 fcrmed the basis for this choice of
: biain Ne=2x109% om=3  at  the laser pulse maximum. Useful data were
D XS t shcts exncuted at the University of Rochester using 8 beams
c nverted OMEGQ Nd: phosphate-glass lascr facility. On 3 of

aser beam was superimposed on the 0.35 um CMEGA bedams with

cident with that of the 650 ps OMEGA pulse. Irradiances
driving laser wavelengths for the 7 shots are given in
vertilled witn 300 um beams to minimize formation of a cold

N LR NoR E (2.35um) E (1.C6um) F-like
et oy omel ) () (9 Te(KeV)  1ines?
. 4, 2 0 220 0 1.29 no
z L.n 2.8 228 22 1. ye
s i 0 201 > 1. no
- B o 228 D 1.2 no
= “uh 2.0 181 24 .36 ves
B 2.3 171 27 1.29 yes
- s g Y G --- ne

.3 energies on target are given for the scven sheots for both laser

the fxme—averaged thermal electron temperature derived from the

The last column Indicates whether transitions of fluorinol.

the shot.

X-ruy spectra were reccrded with two tisme-integrating crystal spectrographs and one
Sime res2lving streaked ellipticzally  curved crystal SQectrograph. The latter doevice is
of the IPEAKS SjStGWQJ. Two crystal spectrographs<” employed flat crystals to obtain
resclution apechtra A LiF (200) crystal covered the 3.62 - 3.72 R region, and a 3i
srysta. produced data bcotween 3.8 and 4.1 . A curved mica crystal spectrograph was
tcorecsrd the  entire silver L-series spectrum from 3.0 to 4.5 A. The distinct
like Ag spectral lines are readily {dentifiable, and published wavelengtiis were used
@ apechtral ~ali i For 1line lidentifications, ab initic atomic structure
N3 We porfo sgalﬂd Slater parameters for 2p-3s and Zp-3d tr JnSlTl“nQ
iy ctra in the 25 - 230 % region were collected with a 3I-m
sre Time-integrated broadband spectrz of the rooomthva\w
-lh were obtained on 6 0of the 7 shots with an array of K-cdge
- Fxperiments
- T “ + ~ v

ind  neonlike silver wore detected on all geven
denloyed, Howevar, an important featire of

silver wern detected only when the V.06 um GDL
fir. In shot A, *he .so0p5 ij/g - Jsfpﬁ fSy;;

also Wweakly detected by the 2-m gracing
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incidence spectrograph. No fluorinelike line could be uniquely identified, either in the
x-ray or XUV region, on shots 1, 3, 4, and 7.

High resolution spectras obtained with and without the 1.06 ym GDL beam are presented in
Figs. 1 and 2. Dual flat crystal x-ray spectrographs wusing LiF (200) and Si (111)
diffraction crystals acqu.ired these spectra. These spectrographs zquipped with translation
slits reccrded Juxtaposed spectral images on subsequent shots with OMEGA plus GDL and
witnout GODL (OMEGA generated plasmaz only).

GREERE-72 3§ 'WIGDL
OGS 8T o o WI0 GDL
2,007
g 1,50 D
-
3
w
[
> 1004
j =t
2 Na-like
= sat.
£ 0509
leﬂ‘jhﬂﬂ%ﬁ“ﬂw\urﬁn\v£\__ ) _
3.61 363 365 3.67 3.69 n 373
WAVELENGTH (A)
fig. 1'. Silver spectra obtained with the LiF crystal spectrograph both with (top spectrum,
shor 2) and without (bottom spectrum, ohot 1) the midpulse irradiation by the 1.06 um GDL
bean. ine D and =electric quadrupole lines E2 ari<e from the neonlike stage;
dentifications of the fluorinelike lines a-d and e-f are given in Table 2.
Bl i} g B v
T I b wom
31
o
2
= 24
3
w
x
-
wn
& 14
P
4
o T T al
3.80 3.90 4.00 410
WAVELENGTH (A)
Fig. <. Zilver spectra obtained with the 3i crystal spectrograph both with (top spectrum,
shot 2 and Wwithont [(bottem spectrum, shot 3) the midpulse jrradiation by the 1.00 um GDI
Deaean., Line G and electric quadrupole lines E2 arise from the neonlike stage;
identifications of tne fluorinclike lines g-i are given in Table 2.
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toor it ian Speectroyieaphs o were o read o withoo oo digitizing
i ; i g s
frlen by computor processing. The conversion

Lo vt responsse together with the detoctor window
RSN N et speetral line intensitics were determined
cn vl pens o sammation and by line ffitting with Gaussian
' ! rewions were obtained by least squares fitting

ety opoint e seleeted from regions of the spectrum free of
o Yook Mlunrinelike lines are glven in Table o, The
ol ard Pluneinelike wavelengths was +3mh except for the
Indicgted In Tabla oo In the presence of the 1.04
ippear but the intensities of the neonlike
ifivally, the strong neonlike line 2pP 'E
s 0 Incrennd in intensity by a facter 1.6,
opfTo, o opS3p (272, 3/2)5 at 3,863 R oana

o]

o .

: cnhiancemeonts of at least a tactor of 2.4,
- Ty PRI i The sum of the intensities of the I'p-
- caaes Pror i oupper  limit of 2% of the iatensity of
. ¢ TTownen the 1,040 pym o benm is present, indicating
: A oo the ahwots ousing both OMEGA andd GDIL.
5l cp Lyl ®
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: N
P o 3d
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S0 fraccant Tata
3 data were obtained in five channels centered at
i H.D, el 7, 2.0, and 13,6 keV The spectral intensity is
: N cverall uncertainty of 20%. Petails of this instrument,
e EI T ¢ array of PIN diodes, are given in Ref. 12. Data from shots
" N GULY  are  presented  in Figs 2 and 4, respectively. The
lver is depicted by a line at 5.6 keV, lying between the
impcrtant feature of this data revealed in Figs. 3 and 4 is
5 keV o is larger relative to that at 4 keV when -“he 1.06 um
: sists for the cotner four shots not show:n. This Is
reccembination  edge 415“ont1ﬂu1ty at 5.6 keV due to the
. At energies above the 5.6 keV edge, the bulk of the
electron recombination onto the ground state of
silver Therefore, the more fluorinelike silver, the
0ot : nergy side of the edge. Thus the continuum data provide
e sh o rvesclution Xx-ray spectra as to the increased abundance of
o ne aresence of the 1.06 um GDL beam.
3 .0oard 3.6 keV are free ¢f overlap by lines or ionization edges
Tear EIN i2 of these intensities may be used tc c¢btain an approximate time-
inte =3 temperature T, using an exponentizal fit to the intensity decrement If
= N Co= exp{-R/To)/expi-13.5/75), then
Ta o= S.6/1nk 1)
M Aty in both I(8) and T{13.£), tne uncertainty in their ratio R isV_
socerding toc Eg. (1}, the temperature is logarithmically dependent
- actional uncertainty in Te is obtained as (28%) (R/T.) dTo/dR =
- Y xav, R=55, typical of these shots. In Table 1 the derived
" ire 13 or =zach of the six shots No correlation of Tg with use of the 1.66
[T is se lso, the standard deviaticon of the six temperatures i3 C.G7 keV,
s - th ected 7% uncertainty derived above.
v were ocbtained with the SPEAXS streaxed ellipcuically curved mica
- Tul3 S This instrument spectrally integrated the radiation in a band from
R S tensity peak in  this spectral band coincides in time wi*h the peak
irivi . laser Since the density iIn explceding-foil plasmas declines
iozlly Wi the «2olincidence of these peaks strongly suggest.s that the
Y raturs maxl slightly after the driving laser pulse peak, con’'irming the
todal preziction 1%
SHOT 4
E (0.35:m)=228J E (1.06:m)=0J
; 3.8 r
[ NEON-LIKE SILVER IONIZATION
n 34F EDGE AT 5.62 keV
4 . {
w
Z a0
Z 3.0 .
o {
g
T 26
[
Q
& 2.-
& L
(@)
W o8- exp (- h»/1.38 keV)
-
S 14
[+«
(o)
Z 1.0
e |
-
(&)
C
o } 1 i S - 1 J
4.0 6.0 8.0 10.0 14.0
hv (keV)
s ‘ oy z R “ime cpoetral intensity vas. cnergy Cop five broadbantd
AR , s K A S Aid net onppicy o supplementary 1L06E um lacor palae
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SHOT 5
E (0.35:m)=181J E (1.06um)=24J
NEON-LIKE SILVER IONIZATION
EDGE AT 5.62 keV
o 3.8
: 8
? 34 1} i
B
Z 30k
'}
&
T 26+
2
% 2.2+ exp (- hu/1.36 keV,
[=)
Wo18-
3
= 1.4
0@
e
< 1.0-
°
I
S 1 1 1 1 _J
3.0 6.0 8.0 10.0 14.0
hv (keV)

2, except the data 1is for shot 5 which employed the 1.06 um pulse as

4, Interpretation of the Experiments

ed above, for three of the seven target shots, lines from fluorinelike silver
. These three shots differed from the other four only 1in that a
.06 um, 100 ps beam was superimposed on the principal driving 0.35 um, 650
We now consider possible mechanisms which could produce this correlation.
ploding-foil plasmas, photoionization of neonlike silver is negligible,
adiation and comparatively little continuum radiation lies above the 5.6 keV

i The ionization balance between the neonlike and fluorinelike stages is
1 by electron collisional ionization of the ground state of neonlike silver
«!J) and dielectronic recombination onto fluorinelike silver (Wpgr(Te)) to form the
¢ ke stage. Chen30 has tabulated dielectronic recombination rate coefficients for
fluorinelike silver vs. electron temperature, showing that the total rate is fairly flat
with temperature, declining from 3.0x10711 cm3 sec™! "at 1.5 keV to 2.6x10°11 em~3 sec~1 at
wel, 2ssuming statistical population of the 2P1/2 3/2 fluorinelike ground sublevels.
aracteristic equilibration time between the neonlike and fluorinelike stages is (Ng
- (ex10dl o« 30x10°11)-1 - 17 ps. Therefore, a collisional-radiative
briur (ZRE) model shculd provide a reasonable guide to the ionization balance as a

on of temperature.
is ¢.ear that use of the 1.06 um Dbeam produces more electrons with energies above
neonlik: ionization potential of 5.6 keV, resulting in a greater abundance of
fluorinelik:e silver. The principal question is whether the 1.06 um laser has simply heated
tne  colectrons to a higher-temperature Maxwellian or are suprathermal electrons (at
considerabls higher energies) responsible for the observed effect. We first consider the
possibility that purely thermal heating is responsible. Since the dielectronic

recombination rate varies slowly with temperature near Te=1.4 keV, the temperature
d2pendence >f the fluorinelike abundance is principally determined by the temperature
dependence of collisional ionization of the neonlike stage. The 2p-3d fluorinelike-to-
neonlive line ratio increases by at least a factor of 3, therefore, a similar increase in
the fiuorinelike abundance is strongly suggested, since these lines arise from collisional
sx2itation f thelir respective ground states. Therefore a threefold increase in the
“nermal tol.isional ionization rate of neonlike silve- would be required to produce this
affoct . The factor of 3 necessitates a time-averaged temperature increase from 1.4 to 1.9
ke, as demonstrated, for example, by the Lotz ionization rate formula3'!. This expectation
iz confirmet by the CRE calcoulations presented in Fig. 6, showing that the observed line
ratis for tae GDL shots is reproduced at Tp=1.9 keV. However, such a temperature increase

from 1.4 ke 3ppears to be ruled out by the broadband continuum data (Table 1) at 8.0 and
VL0 key. is discussed in  the previous section, the uncertainty of 28% in the spectral
intensity rau%ic in these channels translates to only a 7% uncertainty in the temperature.
Sven 4doibling this estimated uncertainty to 15% allows a temperature increase to only 1.6
Wnith would produrce just one-third of the observed extra ionization.
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ase 15 considered on a time-resolved basis,
COL pulse peak coincided with the maximum of
temperature  increase caused by the 1.06 um
! ; the  OMEGA pulse. Therefore, the required
is halt of the plasma's existence would be approximately
trion ocecurred  tnroughoul the lifetime of the plasma. This
Slectron temperature of 2.2 keV during the half influenced
Tk intensity st 13.6 keV to that at 8.0 keV is a factor
>t 2.2 keV than for 1.4 keV. The time-integrated
two which is well above the -28% uncertainty in

vy of  the oontinuum slope in the 8.0-13.6 keV spectral
supplementary beam, appears to rule out the possibility
slecirorn temperature is  responsible  for most of the
consider the plausibility of suprathermal electrons as

oy the broadband data is 13.6 keV. Since the photons
na-to-neonlike silver are responsible for most of this
vreated by an 4 keV eleetron falling through the 5.6 keV
Theretore, suprathermal elecctrons with energies
d. However, the observed increased ionization
the thermal aoleoctron temperature can provide a strong
provided the required numbers and energy are in
igations.
increase in fluorinelike silver, the collisional
. RN . N must  also increase by a factor of three,. For hot
St o : ’ eV, the collisional ionization rate coefficient increases
N i cxampile, from 1.6x10717  em3  sec”! at 10 kev to 2.2x310°1V cmd
YV rate coefficient exceeds that at the diagnosed thermal
:otor of 50. Therefore, a 4% population (by number) of 10 keV
“nh- roguired threefold increase in the ionization rate. This
3 the CRE calerulation of Fig. 5, showing that a 10 keV
ton of 4.8% ooupled with a thermal electron temperature of 1.4
time-integrated flucrine-to-neonlike 1line ratio. The total
silver plasma 1Is  calculable from the known mass of the target,
i % population of 10 keV suprathermals represents 2.3 J;
G keV, 3.3 J of fast electron energy would be required.
J of 1.06 um energy incident on the target is required to
rons.  This is consistent with previous investigations of
4 supports the picture of ionization by suprathermal

010

T

0.08
OBSERVED VALUE

0.06

0.04

F-TO NE-LIKE 2p-3d LINE RATIO

LA B e S S S S S S

i I\ Y U U U S S
0 0.02 0.04 0.06 0.08 0.10
10 keV SUPRATHERMAL ELECTRON FRACTION

Lo

of the fluorinclike-to-neonlike silver 2p-3d lines as
Vi 10 keV suprathermal electron fraction {lower scale),
Lemperature  of 1,4 keV  and density 2xreet omt 3, Also
temperature (upper scale) assuming no suprathermal
assuming  collisional-radiative equiltibrium using an
to that for iron described in Ref. 15.
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Suprathermal electrons which are sufficiently energetic to ionize neonlike silver will
alsc pump its 3p l ‘vels. The cross sections_ for _electron collisional ionization and
excivation3® are c¢cmparable, about 1-3 x 10-21  cem<, Direct proof of the enhanced
populations of the neonlike 3p levels is found in the x-ray spectra of Fig. 2. The 3p-2p
elecetric quadrupole transitions labelled E2 are optically thin and their intensities
therefore directly reflect the Qopu1atlons of the neonlike 3p levels. They have been
previcusly observed elsewhere<7-29, The intensity 1increase of the 2p 1SO - 2p53p (372,
3-2)> line at 32.863 ﬁ, shown in the top spectrum of Fig. 2, is at least a factor of 2.4
wnen the 1.0€ pm beam is used. This 3p upper 1level is the analogug of the upper lasing
level in neonlike selenium which successfully prcduced gain at 206 R. This
ennancenent of the quadrupole line intensity i3 strong evidenoe for the feasibility of gain
enhancement using lasers of wavelength 2 1.06 um. The CRE calculationid indicates that at
the laser pulse peak, the gain in the 99.6 R} 2p53p (3/2, 3/2)p - 2p53s (372, 1/2)1 line
would be .4 em™' in the absence of the 1.06 pum GoL ©beam. With the beam present the
precdicted gain increases tc -1 em~', in accord with the observed increase in the upper
level pcpulaticon

5. Conclusions and Future Prospects

~e have presented evidence that suprathermal electrons produced in exploding foil
ta;gets with two-wavelength laser irradiation can pump neonlike silver. Enhancement of the
2p-3p (3/2, 3/2)» potential upper lasing level o¢f neonlike silver by a factor of at least
2.4 has been cobserved only when 1.006 um radiation 1is present. Ionization of neonlike
silver to ghe cfluorinelike stage has also been observed only when irradiation in the mid-
1079 % 2m~? range at both 0.35 um and 1.06 um was used. Broadband continuum data indicated
little or no increase in the thermal electron temperature in the presence of the 1.06 un
GDL beam Spectroscopic analysis determined that conversion of 10-15% of the 1.06 um beam
energy tc suprathermal electrons would produce the observed enhancements in excitation and
ionization. Predicted gain in the J=2 to 1 3p to 3s neonlike silver transition at 99.6
is 0.4 cm™! without the GDL beam and 1.0 cm™! in the presence of the 1.06 pm radiation.
These pocitive initial results suggest that line focus experiments wusing linear foil
targets with the same thicknesses of silver (3000 /) and formvar (1600 &) would have a
reasonable prospect of demonstrating gain, when both 3wy and wg beams arc employed at
similar irradiances. This approach would constitute the most straightforward and lowest
risk follow-up to the present results. However, the exacting requirements of
synchronization and superposition of line-focused Dbeams of different wavelength may render
such experiments unfeasible at many laboratories. We therefore consider alternative

experimental approaches based on the same principle of hot electron pumping.

Long mean free paths are a well-known and critically important characteristic of
suprathermal electrons in laser-produced plasmas. Their ability to pcnetrate to the core
of laser-driven pellet targets led to the fuel preheat problem which necessitated their
reduction for further progress in the laser fusion program. The mean free path d(um) of an
electron of energy E {(in units of 10 keV), in a plasma of ion density NI(cm‘3), charge Z,
and electron-ion Coulomb logarithm lg; is

25 .2
alum) - L3O " B (2)
z NI Aei
In Eq. (2) the mean free path 1is defined as the distance travelled prior to an RMS
deflection of 90° from the initial direction. Convenient approximations for the Coulomb

logarithm have been given by Book. 33 For the plasmas created in the Rochester experiments,
Np - 5.4x10'% cm~3, Z=36, Xy - 8.5, therefore, at the highest central foil densities d-=
um for a 15 keV electron. Ref. 33 also provides useful expressions for calculating the
energy loss rate of the suprathermals; this 1Is dominated by electron-electron collisions
whereas bending 1s dominated by electron-ion <c¢ollisions and/or amtient fields. For
conditions typical of the above-describted experiments, it is found that suprathermals in
the 10-20 keV range require ~ 20 ps for thermal equilibration at midpulse at the maximum
alectron density. A& 15 keV electron travels 1.5x103 um in 20 ps, enabling about ~ 20
reflexive traversals of the foil plasma Dbefore equilibration. The spatial density history
of the suprathermals depends significantly on the presence and strength of ambient B-fields
induced by return currents3Y which can be drawn by the charge separation as suprathermals
leave their area of origin near the critical surface.

This 1lack of spatial 1localization of a suprathermal electron population could

conceivably be exploited in experiments somewhat different from those described above. To
obtain lasing always requires a line focused beam. However, the beam which produced the
suprathermal electrons need not be line focused and need not be spatially coincident. 4

high-intensity spot focus adjacent to the linear focus could be used to efficiently create
a suprathermal electron population which would spray into, and reflex through, the nearly
linear, exploding-foil lasing plasma. Intensities well above 1075 W em~¢ can be achinved
with spot focusing; At such intensities suprathermal electrons can be produced even at
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than 1.00 pn. Mechanisms other than resonance absorption may also be

nigh intensities; two such processes35 are two-plasmon decay and
ttering. An advantage of the latter mechanism is that the observation
ns3° may provide direct confirmation of the presence of the plasma waves
uprathermal electron generation.

2.
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Modeling the Radiation Hydrodynamics of Pulsed Power Driven X-Ray Lasers
R. Clark, J. Davis, J. Apruzese, P. Kepple and T. Gallo*

Naval Research Laboratory
Plasma Radiation Branch
Washington, D.C. 20375-5000

ABSTRACT

Novel X-ray laser experiments involving hydrogenlike neon and lithiumlike aluminum were
performed on the DNA/PITHON pulsed power generator, and the results were tantalizing, but
difficult to interpret. In order to understand the experiment, a series of computer
simulations have been carried out with a detailed non-LTE radiation hydrodynamics model.
A typical experiment involves the discharge of hundreds of kilojoules of electrical energy
through a cylindrical neon gas puff, heating it and 1imploding it radially at speeds of
about 3-5 x 10/ cm/sec; the gas puff impinges and stagnates onto a thin aluminum coated
capillary, converting the kinetic energy of 1implosion into thermal energy. Rapid plasma
heating in the stagnation region results in ionization of the aluminum to the K-shell and
partial stripping of the neon. In addition, K-shell radiation from both the aluminum and
the neon can produce strong photopumping and enhanced ionization in adjacent plasma. The
hot, dense plasma in the stagnation region can undergo rapid radiative cooling and
reccmbination; sufficiently rapid three-body recombination into n=4 1levels of Ne X and
4l XI can result in population inversions for possible 1lasing in 4 to 3 transitions. In
fact, anomalous brightness was initially reported in the 4f-3d and 4d-3p lines of Al XI and
the 4-3 line of Ne X; however, opacity considerations made interpretation of the aluminum
results difficult. In the numerical modeling of the experiment, emphasis was placed on
understanding the dynamics of the target and on the role of optical pumping in producing
conditions favorable for population inversion.

1. INTRODUCTION

There is considerable optimism that conditions favorable for X-ray lasing can be

achieved in pulsed-power driven Z-pinch plasmas. Advances in puff-gas technology, in the
fabrication of structured targets, and in the theoretical understanding of pulsed power
load dynamics have been reported b Physics International, Sandia National Laboratory and

the Naval Research Laboratory (NRL)'. Although soft X-ray lasing has been demonstrated in
laser-produced plasmas, the efficiencies which are attainable by this method are low. X-
ray lasing in pulsecd-power produced plasmas can be substantially more efficient; however,
pulsed-power plasmas have a tendency to become unstable, The '"hot-spots" and other
nonuniformities commonly observed in pulsed-power Z-pinches with single gas puffs or wire-
arrays are incompatible with the stable, wuniform gain medium required for an X-ray laser.
Recent experiments with concentric gas puffs and with gas puffs imploding onto low density
foam plasmas or solid density targets have shown that stable, uniform plasmas can be
produced with the pulsed-power technology. In these experiments, the outer plasma, usually
a gas puff, is imploded onto the inner plasma, producing a stagnation; the uniformity of
the resulting plasma is a consequence of the uniformity of the inner target plasma.

Experiments at NRL have proceeded on the sodium/neon line coincidence photopumping
configuration. Preliminary results? indicate that resonance fluorescence has been produced
in the pumped transitions. At Sandia experiments have been carried out with inert-gas
puffs imploding onto structured targetsé. These targets are thin CH capillaries coated
with a low-Z element (such as aluminum) on the outside and a high-Z lasant material on the
inside. Physics International has studied neonlike krypton 1lasers using double-puff
krypton Z—pinchesu. Computer simulations of the PI krypton cxper‘iment5 suggest that
substantial gains can be achieved for times of several nanoseconds over axial distances of
about 2 cm. However the radial extent of the calculated gain region is only of the order
of 0.01 cm.

Physics International has also reported6 on time-resolved measurements of XUV emissions
from ~ecombining neon and aluminum plasmas. Using the DNA/PITHON generator, neon gas puffs
were imploded onto aluminum coated parylene capillaries (or onto equivalent mass solid
aluminum targets). The implosion hcated the Al to form an axial plasma which was estimated
to have an electron density of ~ 1020 ¢m-3 and a temperature of ~ 500 eV. Evidence was

¥ Berkeley Research Associates, Inc., Springfield, VA 22150
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the 4d-3p and 4f-3d lines of Al XI at 150.5 and 154.5
.3 A, When compared with various n = 3-2 and n = 4-2
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s in these lines suggested population inversion and
. ree-body recombination rates can be very high at low
rapidly due to expansion or radiative loss, recombination
inversions for possible lasing in 4 to 3 transitions.
5 ecm long, neon/aluminum Z-pinches were compared; the Al
ermost mm or 3¢  in radius, while the Ne emissions extended
e 4rf-3d and 4d-3p 1lines of Al XI were seen to be brighter
R and the bd-2p line at 39.2 R, even though the latter line was
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ector and film response. The 1intensities of the 4-3 lines
were significantly higher for the 5 cm pinch; however the
the nonlasing lines also appear brighter. An alternative

luminum anomalies is opacity in tne 4-2 transitions; this will be
In addition, the Ne X 4-3 line appeared to be anomalously bright
ire at 48.55 K. However, this latter line was not resolved from the
i at 48.3 R. A possible contribution to the pumping of the n = 4
iluminum 1s  K-shell necn 1line radiation. The Lyman-alpha and He-
apable of photoionizing Li-like Al; under the right conditions, this
mion exceced collisional ionization and result in ennanced
o of Al XI. In a similar way, it is possible for aluminum

2. MODEL DESCRIPTION

2 mochanisms witn  a radiation-hydrodynamics model that is described
complexity of the atomic models for neon and aluminum can be adjusted,
quirements for detall in the calculation. The atomic models for neon
ranged from 27 levels with 13 lines (reduced model) to over
es (detailed model); the aluminum models were comparable in
s that are wused to <calculate _the level populations were
icnal methods summarized elsewhere®.
4 absorption by a plasma are dependent on the local atomic
Except for optically thin plasmas, the level populations
field, since optical pumping via photoionization and

e

[

significant population redistrivution. Thus, the ionization
processes are strongly coupled and must be solved self-
probabilistic and multifrequency multimaterial radiation transport
ed in this study. The probabilistic method forms local angle and

cape probabilities for each emission 1line and for each bound-free
effective method and provides good overall energetics, but it cannot
processes such as the photoionization or photoexcitation of one

1

notncr. The multifrequency model breaks each emission line and each
a number of discrete frequencies, and performs a radiation transport
requency. The latter method s general and self-consistent, but

Both methods take 1into account Doppler and Voigt line profiles in
nd-bound radiation.

nding calzculations with detailed models were performed in selectcd
te overall radiation energetics. In the cases studied, both the
the hydrodynamic evolution of the plasmas were in good overall
used in the multifrequency simulations were enhanced versions of the
dditional 1lines transported) or modified versions of the detailed
e atomic levels included, but with certain lines not transported).
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3. RESULTS OF SIMULATiONS

3.1 Stagnation Calculations

A& nuamber of numerical simulations were performed with the radiation hydrodynamics
nodel to determine the sensitivity of the results to the initial conditions of the aluminum
target. It is possible9 that some of the total current 1initially flows through the
capillary It is difficult to estimate the temporal behavior of this current or how
important it is 20 the dynamics of the target. Even in its absence, there will be heating
and ablation of the outer surface of the capillary due to incident radiation from the

mploding gas puff. Two extreme assumpticns with respect to the target can be made. One
{5 that (% remains cold and solid wuntil the gas puff impacts upon it. In this case,
neglecting radiation and thermal transport, the dynamics could be modeled analytically‘o:
tne target would stay cold, and the gas puff would become hot as the kinetic energy of
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ion was converted into thermal energy. A strong shock would propagate out from the
and mark the outer boundary of the stagnation region. In the other extreme, heated
combination of driver current and radiation from the gas puff, the target rapidly
; its density would be comparable to that of the gas puff when the stagnation
es. In this case, comparable volumes of gas puff and target plasmas become hot.

ries of simulations neglected the effects of the driving magnetic field, but
igned an initial radial velocity and temperature profile to the puff gas plasma.
owed us to siudy the physics of the imploding plasmas in an idealized framework,
the complications of an external driver and coupled circuit. The simulations were
d
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with a neon gas puff having an initial Gaussian mass distribution with a total

3C micrograms and an initial radial velocity of 4 x 107 cm/sec. Only the
ion phase of the implosion was modeled 1in these simulations; thus, the gas puff was
y centered at 1.0 cm (when driven with a B-field, it takes several tens of
nds to implode to this radius). The capillary was taken to be pure aluminum, and
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ial density and temperature profiles were varied over a fairly wide range to model
cts of target preheat. The initial configuration for these simulations is shown
zally in Figure 1.

For the case where the target is initially at solid density, the neon puff gas
stagnated and heated to several hundred eV, but the aluminum remained cool, substantially
less than 100 eV (in the absence of thermal conduction and radiation transport, the
analytic solution referenced above was closely approximated). When the aluminum was taken
to be moderately preexparded, but still substantially higher in density than the puff gas,
radiation cooling maintained the aluminum at a relatively low temperature. Lower initial
densities resulted in higher temperatures. When these cases were simulated without
racdiative ccoling, the target temperatures were considerably higher (greater than 100 .v).

The initial (t=20 nsec) configuration that resulted in conditions approx1mat1n$ *hoqe
reported by PI consisted of a Gaussian target with a peak ion density of 8 x
centered at 0.08 cm, with an 1initial temperature of 30 eV. The time history of the
aluminum/neon int erface is given in Figure 2. The innermost 1.0 c¢m of plasma is
represented along the horizontal axis, and time (20 to 50 nsec) runs along the vertical
axis. Corresponding contours of electron density and temperature are given in ~1guree 3
and 4. The target electron density monotonically increases, reaching about 2 x 1027em=3 at
50 nancseconds; it also becomes quite hot (about 500 eV on axis) at about 45 nanoseconds,
and then rapidly cools radiatively. These simulations could not directly model the
experiment, since no self-consistent magnetic driver was included in the model. They serve
as a test bed for the presence of processes possibly occurring in the experiment, including
questlions about optical pumping of one material by another.

One possibility is photoionization of Al XI to Al XII by the K-lines of neon, thereby
increasing the recombination rate into the n = 4 levels of Al XI. At a few tens of eV,
sufficient lithiumlike aluminum would be present, but the collisional ionization rate would
be relatively small. Thus, the photolonization rate could exceed the collisional rate if
the neon pump source were sufficiently large. The latter consideration requires that =2
substantial fraction of the neon be in the hydrogenlike or heliumlike ionization state.
Conditions at 43 nsec looked promising. The temperature of the aluminum was about 36 eV
and there was a substantial quantity of neon at about 500 eV. The hydro profiles at this
time are snown in Figure 5. These profiles were post-processed with the multimaterial
nultifrequency code, described above. Radiation from the neon substantially altered the
ionization state of the aluminum (there was considerably more heliumlike aluminum present
when pnotopumping by the neon was allowed). In addition, some enhancement in the Uf and Uud
levels of Al XI was observed. However, this enhancement was not suficient to cause
population inversion. The emission spectrum as calculated by the multifrequency code at
thiz time (42 nsec) is shown in Figure 6, and corresponding optical depths as a function of
photon energy are shown in Figure 7. The U4f-3d and U4d-3p lines of Al XI are seen to be
compdarable to, but not more energetic than, the U4d-2p 1line. The corresponding optical
depths for these lines can be estimated from Figure 7. Continuum opacity in the vicinity
of the Uf-3d and 4d-3p lines is seen to be small (mostly free-free opacity), whereas it is
substantially greater in the vicinity of the U4d-2p 1line (about equally divided between
bound-free and inner shell opacity). Altnough the continuum optical depth is less than
unity in the vicinity of the Ud-2p line, it will be a very sensitive function of the
ionization state of the plasma. The 1nner-shell opacity (the dashed curve in Figure 7)
"burns out" as the plasma ionizes®; at this time the Ud-2p 1line is situated near the
threshold for inner-shell burnout. Relatively small changes in temperature can cause large
changes in opacity in this neighborhood, and this 1line could be substantiallv reduced in
intensity. Also, the optical depths shown in Figure 7 are for radial photon paths; the
anomalous brightness measurements were taken along the z-axis. For these measurements the
opacity effects can be considerably higher. This 1s one of the factors which complicates
interpretation of the experimental spectra difficult.
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3.2 Implosion Calculation

ulation was performed with the multimaterial probabilistic
n this case, the implosion was driven by a magnetic field.
d density at about 0.5 eV initially, with a narrow density
2ry small amount of current which was assumed to flow
ce of the capillary. The neon gas puff was assumed to be
with a total mass of 100 micrograms. The current was
out 70 nanoseconds to 3 megamperes, and then fall off as a
imescale, A time history of the aluminum/neon interface is
of electron density and temperature are given in Figures 9
cm of plasma is represented along the horizontal axis, and time
the vertical axis. The aluminum is seen to expand until about
“woff develops, and stagnation with the bulk of the gas puff
oroducing aluminum and neon temperatures in excess of 500 eV.
minum in the blowoff is low, and the blowoff density is
=rrza ly less than for the case described above. However, the
density of the incoming puff gas in the sense that the
hblowoff and the puff gas should be comparable at the onset of
tne  simulation. It should be noted that the simulaticns
otion correspond to the stagnation phase {(the final 20 or 30
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ng of lithium-like aluminum by the K-lines of neon
93 to about 120 nsec, a region of cool (a few tens of
ied (the electron density is about 10 8 to 101%m-3).
1 XI in this shell than in the case studied above, and there
th pumping. Furthermore, there does not appear to be a

aluminum source to produce significant photopumping of the

y bhe important is recombination into the n = U4 levels of Al XI

: npoling of the plasma in the post-stagnation phase. However

. ciently fast or the plasma will remain in collisional radiative

e cpulation inversion will vresult. For example, 100 eV aluminum

il 131%m~3 would have to cool in less than about 0.3 nsec in order

- At  higher temperatures (and lower densities) the characteristic

attempt was made in the present study to address the question of

. stagnation phase, and it cannot be ruled out that this mechanism

: ing the enhanced brightness 1in the 4-3 transitions reported by
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Multiphoton Double lonization of Ba

T. F. Gallagher, R. R. Jones, Y. Zdou, U. Eichmandﬁ and W. Sandner’
Department of Physics
University of Virginia

Abstroct
We have used wanelenaths of 280 nm-710 nm to produce
Ba* trom Ba by multiphoton lonization. All strong observed reso-
nances 1 the Ba** production are Bat multiphoton transitions, in-
Jicating that Ba*™ s produced by sequential jonization of Ba via
B

In recent experiments high intensity lasers have been used
to effect multiphoton multiple ionization in a variety of atomic sys-
tems.':2  Specifically, ions as highly charged as Ui®* have been
produced in this fashion3. Experiments in which high stages of
ionization have been reached have been done at a few fixed wave~
lengths, 193 nm, 248 nm. 532 nm and 1.06 pm, corresponding to
eximer laser waveiengths and the Nd:YAG flaser fundamental and
second harmonic wavelengths. Unfortunately, it is not exactly clear
how multiple ionization occurs. The two extreme possibilities are
that the electrons are removed simultaneously or sequentially. Let
us consider for a moment the simplest case, double ionization, as an
illustration. The two extreme possibilities are shown schematically
in Fig. 1 for the specific case of Ba which we consider here.
Which of these processes actually occurs is a rather fundamental
question which has practical implications. For example, if the exci-
tation is simultaneous, through virtual intermediate multiply excited
states of the neutral atom, the probability of generating ions in
excited states is likely to be higher, and this is clearly of interest
for short wavelength laser development.
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Figure 1 - Energy level diagram of Ba and Ba* showing (1) direct

ionization and (2) sequential ionization

The problem of muijtiphoton multiple ionization has been
addressed theoretically by several groups.s+-8 Using an essentially
hydrogenic model, Lambropoulos* has concluded that the existing
experimental data can all be explained by sequential removal of the
electrons from the atom. As the tensity of the laser pulse rises,
successive stages of ionization are reached in which the remaining
electrons are bound by increasingly strong fields, so that each suc-
cessive multiphoton jonization process occurs in the perturbative
regime. At the other extreme Boyer and Rhodes® have suggested
that the ionization is produced via a collective oscillation of an
entire shell of electrons which is driven by the intense field of the
laser,

Experimentally, it is difficult to make measurements with
fixed frequency lasers that unambiguously show whether multiple
ionization occurs by a sequential or simultaneous process. The only
variables are the laser intensity and the pulse length, and of these
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the intensity is substantially easier to vary in a controlled way. As
a result, a classic approach has been to measure n, the order of
nonlinearity?. In the perturbation theory regime, a process requir-
ing the absorption of n photons exhibits a dependence on laser in-
tensity I of In. A direct multiple ionization process, requiring the
absorption of ~100 photons, can be expected to exhibit a higher
order of nonlinearity than sequentially removing the electrons,
which is a sequence of lower order processes. In practice, there are
two problems associated with measuring large orders of nonlinear-
ity. First, a large dynamic range is required of the experiment,
which must fall in the regime described by perturbation theory.
Second, in such experiments the inherent spatial and temporal in-
tensity variation of the strength of the focused laser field may dis-
tort any measurement of the order of nonlinearity. As an example
of the difficulty, we note that the muitiphoton ionization of Xe by
CO, laser radiation, which requires the absorption of roughly 100
photons, does not exhibit an [190 dependence, but rather something
closer to an [1¢ dependence &

A second approach to understanding multiphoton multiple
ionization is to examine the ejected electrons. By analyzing the
energies and angular distributions of the ejected electrons it is pos-
sible to gain some insight into how multiple ionization occurs. The
primary focus has been on the energy spectra of the ejected elec-
trons, which in principle gives unambiguous results. In practice the
electron energy spectra are complex, due to the many available
states of the resulting ions and the possibility of above threshold
ionization (ATI).? Nonetheless, Johann et all® have examined the
electrons ejected from rare gas atoms upon exposure to intense
eximer laser radiation. By identifying sequences of ATI lines they
have demonstrated that sequential removal of the electrons occurs.

As an alternative one can examine the wavelength depen-
dence of multiple ionization, and such studies have been begun in
several systems using tunable lasers.11-15 We have been studying
the wavelength dependence of double ionization of Ba, for two rea-
sons. First, double ionization is, in principle, the simplest case of
multiple ionization, and the wavelength dependence of the process,
in particular resonances, should provide relatively unambiguous in-
formation as to how the double ionization occurs. QOur second
reason for choosing Ba, in which the second ionization limit lies
only 15 eV above the Ba ground state, is that double ionization can
be effected with the relatively low optical intensities of dye lasers.
Here, we report the results of a study of the wavelength depen-
dence of the double ionization of Ba to elucidate the double ioniza-
tion process. In the following sections of the paper we describe the
experimental a,'proach and our results and the conclusions which
may be drawn from them.

II. Experimental Approach

Our approach is multiphoton ionization of Ba atoms in a
thermal beam by a pulsed laser coupled with time of flight Ciscrim-
ination betwcen the Bat, Ba**, and contaminant ions.!¢ The exper-~
imental arrangement is shown in Fig. 2. The Ba atoms effuse from
a resistively heated oven, are collimated, and pass midway between
two parallel plates 1.2 cm apart where they are ionized by the laser.
We estimate the density of Ba atoms at the interaction region to
be 10% cm™3. At the shortest wavelengths of less than 280 nm, two
photon ionization of the background gas produces enormous signals,
so a liquid nitrogen trap must be used to keep the background
pressure below <10-¢ torr and contaminant signals at an acceptable
level.
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Figure 2 - Block diagram of the apparatus showing the lasers and
the atomic beam apparatus

Approximately 100 ns after the laser pulse, a 50 V pulse is
applied to the lower plate, driving the ions through an aperture in
the upper plate. Thus, Ba* and Ba** ions leave the interaction
region with energies of 25 eV and 50 eV, respectively, and pass
through a field-free region 10 cm long before being accelerated
into a dual microchannel plate detector.

As shown by Figure 2 the dye lasers are pumped by a Q
switched Nd:YAG laser. The intense pump dye laser receives most
of the energy ¢f the Nd:YAG laser and has pulse energies from
3-30 mJ depending upon the wavelength. The probe dye laser,
which is only used occasionally to drive resonant transitions has
typical pulse energies of 1 mJ. Both dye lasers have pulse fengths
of 5 ns. The lasers beams are focused at their intersection with the
atomic beam with a 10 cm focal length quartz lens. This leads to
peak intensities of 1010-1011 W/cmz2,

III. Results

We have observed many resonances in the production of
Ba** in the range 270-710 nm. The locations of the resonances are
obtained from spectra such as the one shown in Fig. 3. In Fig. 3
there are three strong resonances at 18755, 18822, and 18922 cm™!
as well as what appears to be a Rydberg series. The three reso-
nances correspond to the Ba* Sd:‘/2 - 751/2, 5d, 2 - 8p1/2, and
5d,/, - 8py/, two and three photon resonances in the three and
four photon ionization of the Bat 5d,/, state. The Rydberg series

is the four photon excitation of the Ba* nd series from the Ba*
5d,/, state. A fifth photon ionizes the Ba* Rydberg atoms. Spec-
tra similar to the one shown in Fig. 3 have been recorded over the
wavelength range 270-7i10nm, and seventy resonances have been
found.!® Just as for Fig. 3, all the strong resonances are easily
matched to energy intervals in Bat17 suggesting that irradiation by
5 ns laser pulses is most likely to produce double ionization by a
sequential process. Since fewer ultraviolet than visible photons are
required to produce Ba**, a rather counter intuitive aspect of our
results is the fact that light at 500 nm is much more effective in
producing Ba** than light at 280 nm. This apparent anomaly is
explained when we examine the energy level diagrams of Ba and
Ba*. In both cases there are sequences of strong 500 nm transitions
from low lying states to the ionization limits. However in neither
case is there a similar sequence of strong 280 nm transitions.
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Figure 3 - Ba** production for laser frequencies from 18700 to
19000 cm~?! There are three strong resonances, corresponding to the
5d;/,-781/450 5d37,-8D,/,, and 5d;/,-8P,/, Ba* transitions, and the
Ba* 5d,;, -nd four photon Rydberg series

As we have pointed out above, the strong resonances in the
Ba** production match the wavelengths of Ba* multiphoton transi-
tions. We can check the assignments by using the probe laser to
produce Ba* ions the specific low lying states assigned as the lower
states of the Bat multiphoton resonances. When sweeping the in-
tense pump laser Bat** resonances originating from the chosen Ba‘*
state are enhanced and those originating from other levels are dim-
inished. An example of this is shown in Figure. 4,15 a scan of of
the pump laser with and without the probe laser tuned to 413 nm
to excite the Ba* 5d; states, predominantly the 5d,,, state. As
shown, resonances originating from these Ba* states are enhanced
when the probe laser is used, confirming our assignments,

WOyt

Figure 4 - Ba** production vs B\ump laser wavelength with and
without the probe laser at 4133A to populate the Bat* 5d; levels.
Resonances originating from these Ba* levels are enhanced by the

4133A laser




Just as the lower state may be checked so can the upper
state.}s At 175035 and 17584 cm~! we observe five photon ioniza-
tion of the Ba* 5d,, state via three photon 5d,,,-5f,/, and 5d,/,
-5t ., resonances. The intermediate 5f; states are ionized by the
absorption of two 17,000 cm~! photons. ~Alternatively they can be
ionized by a single 23,000 cm™! photon. If we set the pump laser
to the resonances, attentuate it so as to populate the Sfj states but
not ionize them, and scan the probe laser in the vicinity of 23,000
cm-1, we observe the ionization thresholds from the Sf; states. An
example is shown in Fig. 5, which is a scan of the prol’)e laser with
the pump laser set to the 5d;,, - 3f;/, resonance at 17505 cm™*.
The ionization threshold is manifested as an increase in the ioniza-
tion signal, which occurrs at 23,250(8) cm~!. This is lower than the
expected limit of 23,296 cm™! by 50 cm~! due to field ionization of
high lying states of Bat by the electric field pulse used to collect
the ions. We note that the observed ionization threshold for the
Sf, -, state lies at 23,002(6)cm™* cm~1, below the expected limit of
23,055 cm.~! In addition the separation between the two observed
limits, 248 cm~!, martches the 5f;/, -5f,/, fine structure interval of
241 ¢m~1 [t seems clear that the Sfj states are indeed the upper
states of the resonances at 17505 and 17584 cm™1.

. e
c / N VA, S

“

Figure 5 - Ba** signal vs. probe laser wavelength when the Ba*
st/z level is excited by threee 17505 cm~! photons. The increased
signal at 23250 cm™! corresponds to the ionization limit from the
5fg/, state, confirming that it is the upper state of the resonance

[V. Conclusion

In experiments show rather conclusively that using long, ns,
pulses produces double ionization by sequential ionization. Further-
more it is clear that in any complex atom, which has transitions at
many wavelengths, that multiphoton excitation will be most likely
at the wavelength most closely matching the strongest atomic transi-
tions, not necessarily at the shortest wavelengths. This is contrary
to much of our intuition about multiphoton processes, perhaps
because it is founded to a large extent on multiphoton ionization of
the rare gases.”

While ns pulses clearly do not lead to direct double ioniza-
tion, it is certainly possible that ps pulses will produce direct double
ionization. There are two factors which favor shorter pulses. First,
direct double ionization is a higher order process, which will be
enhanced relative to lower order processes by the higher power and
lower pulse duration of the ps laser. Second, direct muitiphoton
double ionization must proceed through autoionizing states of Ba.
Such states are short lined, compared to ns laser pulses, but might
not seem so short lived when compared to ps pulses. Work is cur-
rently in progress to explore this issue.
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PULSED-POWER-DRIVEN, PHOTO-EXCITED X-RAY LASER RESEARCH
AT PHYSICS INTERNATIONAL

T. Nash, C. Deeney, J. Levine & M. Krishnan

Physics International Company
2700 Merced St.
San Leandro CA 94577

Abstract.

The sodium-neon photopumped X-ray laser scheme is under investigation at Physics International, on the
DNA/PITHON 3-TW facility. For the sodium-neon resonant photopumped scheme, DNA/PITHON is used to
implode a sodium-bearing plasma, the pump, and a secondary capacitor bank will be used to drive a neon gas puff
Z-pinch, the lasant. The characterization of the pinched sodium plasma is reported in this paper, as are pump
power measurements, which showed 65 GW in the Na X 1s2-1s2p 1P line and a maximium total yield of 2.4 kJ in
the best shot. The behavior of the yield with implosion conditions is discussed.

Introduction.

The energy levels for the sodium-neon photopumped! X-ray laser scheme are shown in Figure 1. The Na X
1s2-1s2p !P line at 11.0027 A pumps the Ne IX 1s2-1s4p 1P line at 11.0003 A. This pumping could result in
inversions in the 4-3, 4-2 and 3-2 lines. Apruzese and Davis? predict a gain on the 4-3 line, at 230 A, of 1 cm-!
when the sodium and neon plasmas are 4 cm apart and the sodium plasma radiates 200 GW in the pump line.
This gain estimate assumes a neon ion density of 1018 cm-3,

Na X (Pump) Ne IX (Lasant)
4
1s2p 1s4p 4 1s4d 1s4f 230
58 1s3d
82
; 1s2p
11.0027
11.0003

1s2 1s2

Figure 1. Energy Level Diagram for the Sodium-Neon Photopump X-ray
Laser Scheme.
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This photopump scheme hus been invesiigated experimentally using laser-produced plasmas3 and Z-pinches4.
There has, to date, been no demonstration of gain. At Physics Intemnational, the sodium-neon scheme is
investigated using pulsed-power-driven Z-pinches to produce both the lasant and pump plasmas. In a sodium
Z-pinch, a large current, 3 MA, is passed through a sodium bearing vapor jet. The interaction of the current with
its azimuthal self-magnetic field results in a Lorentz force which is directed radially inwards. This force
compresses the plasma. When the sheath or imploding shell assembles on-axis, the directed radial kinetic energy is
thermalized and a hot. dense plasma is formed, which is subsequently heated by the current as it continues to flow
in the pinch.

Gas puft Z-pinches and imploding wire arrays are copious X-ray sources. When imploded with small, <10 kJ,
slow. 1-ps risetime banks, 10% of the stored energy is radiated in the 100-1000 eV region over 500 ns or so and
the plasmas formed typically have electron densities in the range of 1019 to 1020 cm-3 and electron temperatures
less than 100 eV3.6. On large pulse-power-driven Z-pinches, which operate at the multi-TW level, greater than
1% of the stored energy is radiated at keV photon energies in 10-20 ns timescales,? and the plasmas have electron
densities in the mid 1020 cm-3 and electron temperatures in the range of 400-1000 eV7.8,9.10,

LASANT PLASMA
DRIVER

DNA/PITHON LASANT PLASMA

LASER X-RAY /

EMMISSION
PUMP PLASMA

Figure 2. Physics International’'s Approach to Photopumped X-ray
Laser Scheme.

Based on the performance of Z-pinches under different driver conditii s, *he approach shown in Figure 2 was
adopted to perform sodium-neon photopump experiments. The DNA/PITLU.Y generator, whose parameters are
given in Table I, is used to implode a sodium-bearing plasma. This should provide the high pump power. The
cooler, 50 eV, less dense, ne = 5x1019 cm-3, neon plasma will be formed using a 27-kJ, 9-puF capacitor bank,
which generates 500 kA with a 2-us quarter period. The geometry of these two Z-pinches is designed to allow
them to be brought to within 4 cm of each other. The advantage of this approach is that the two plasmas can be
independently controlled and optimized to the correct size, temperature, and densities. Also, length scaling can be
examined without having to change the actual plasma length, which could otherwise alter the plasma parameters.
The variation of intensity with length can be achieved by baffling the neon plasma so that different lengths of the
lasant plasma are pumped by the sodium plasma.
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Table I. PITHON parameters.

Machine Parameters:

Peak Current = 2 to 3 MA
Inductance = 20 to 30 nH
trise = 50 ns

Estored = 3/4 MJ

Pinch Plasma Parameters:

ne = mid 1020 ¢cm-3

Te = 400 to 1000 eV

1=3cm

d =2 mm

Yield = 10 kJ of 1 keV X-rays
t=10to0 20 ns

In this paper, preliminary efforts to produce the sodium plasma and the measurements of the Na Heq on
DNA/PITHON are described. The development of the neon plasma is under way but is not described in this paper.

The Sodium Z-Pinch.

The chemical reactivity of pure sodium makes it difficult to use as a Z-pinch load, compared to ordinary metals
which can be made into wires and imploded as arrays. Techniques do exist which allow sodium compounds to be
vaporized and puffed, similar to a gas. An electrical discharge passed through a NaF capilliary!! has been shown
to produce a sodium containing jet, and this jet was used as a Z-pinch load on Gamble II to produce 35 GW in the
Na X 1s2-1s2p IP line!2.13, Other work performed by Gazaix14 has demonstrated highly collimated jets of
aluminium, and this source may be developed to produce a pure sodium vapor jet.

NaC1 LOAD

28uF —

N N
A N A A RN N RN
D N N N N N N N N N N N LAY
AR NN I NN NN

S Y Y Y YA Y YA YA S S A UL A YA WA Y
R N N A N N N RN NN NN AN AN N
L N N e N N N N N N N N N N N S N N N N N Y
INANNNRNS
0y

INSULATOR

Figure 3. Sodium Source for PITHON.

The Physics International sodium source, shown schematically in Figure 3, had sodium chloride packed into a
fixed annular volume,.which gave a mass loading of 100 £ 10 mg. The driver bank was a 28-uF capacitor,
charged to 15 kV, which discharged through a 58-pH inductor into the sodium chloride load. The capacitor was
crowbarred after 40 us to allow the inductor-driven current to decay slowly in the sodium chloride plasma.
Typically the main PITHON current would be fired between 30 and 50 ps after the current was initiated in the
sodium chloride load. No detailed measurements were performed of the mass distribution of the sodium chloride
vapor source prior to testing the source on PITHON. As the operating conditions of the source were varied
during the pulsing session, there seemed to be no systematic dependence on the time to implode (which is a
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measure of the mass of the Z-pinch load for a given current) with either the mass loading in the sodium chloride
source or the delay between firing the source and triggering PITHON. Future experiments on the bench will
endeavor to measure the mass flow from the source and the dependence of this with respect to mass loading and
applied voltage.

The sodium source was mounted onto the DNA/PITHON generator, and sodium chloride vapor puffs were
imploded. A range of X-ray diagnostics, as shown in Figure 4, was employed to measure the X-ray yield and the
collapse dynamics. The pump line temporal behavior was measured using a germanium-filtered, copper cathode
X-ray diode!l4 (XRD) und a time-resolved (3 gated frames) crystal spectrometer. A 12-frame X-ray pinhole
camera filtered with 8 um of Kapton was used to study the spatial extent of the X-ray emitting regions in time. A
time-integrated crystal spectrometer was used to measure the relative yield from one shot to another.

PLASMA
TLD’s
McPIG b
]
TIME-RESOLVED TIME-RESOLVED
PINHCLE CAMERA X-RAY CRYSTAL
L SPECTROMETER
SPACE-RESOLVED
CRYSTAL
SPECTROMETER
McPIG

Figure 4. Diagnostic Layout.

The time-resolved pinhole camera shows that the sodium plasma Z-pinch is 3 mm in diameter and 2 cm long;
however, it is not very homogeneous. This is acceptable, in this case, since there is sufficient separation of the
pump and lasant plasma to compensate for non-uniformities in the sodium plasma. However, gross plasma
instabilities in the sodium plasma should be avoided. The sodium plasma radiates typically for 40 ns with the most
intense period being 15 ns in duration. The axial variation in time to pinch—the so-called zipper effect —is of the
order of 10 ns. A typical time-integrated spectrum, shot No. 4706, is shown in Figure 5. The ratio of the Lyg to
the Heg lines of the sodium indicates a temperature of 600-800 eV, which is hotter than the optimal temperature
estimated to maximize the Heq intensity. As can be seen from the spectrum, there is a significant fraction of
radiation in aluminum impurity lines and some in zinc and copper lines. The source of these impurities are the
puff nozzle, which is made from aluminum, and the current return cage, which is made from brass. Using a
graphite nozzle, the aluminum radiation was eliminated but the pump line yield was not significantly increased.
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Figure 5. Time Integrated X-ray Crystal Spectra

In Figure 6, the germanium-filtered, copper cathode XRD signal is shown superimposed on the pinch current for
shot No. 4706. The filtering on this diode rejects the Na Ly, line and the aluminum radiation. From the
published cathode sensitivities and known filter transmissions, the signal was analyzed to give the absolute power
in the pump line. The peak power measured in the pump line was 65 GW with a 14 ns FWHM. The total yield in
the Hey line was 2 kJ on this shot. The germanium filter does pass the copper and zinc impurites, which are seen

Shot 4706

3 , 60
< 2 40 T
= E
= 2
c
g l——> A gt D
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0 ./ \T\wwm_o

0 100 200 300 400 500
Time (ns)
Figure 6. Germanium-filtered, Copper Cathode XRD: Signal and Pinch Current
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on the spectra shown in Figure 6; however, their magnitudes are low. In shots where the pump line yield was
low, the impurity emission was comparable to the pump line. This is demonstrated in the time-resolved spectra,
shown in Figure 7. The 10-ns-long frames indicate an emission time of greater than 30 ns but a FWHM of 20 ns
or so.
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Figure 7. Time Resolved X-ray Crystal Spectra

Using shot No. 4706 as a calibration for the time-integrated crystal spectrometer, the total yield in the Na Hegq,
pump line was measured from time-integrated spectra taken on different shots, and the yield in the pump line was
studied as a function of the sodium source and PITHON parameters. In Figure 8, the yield in the pump line is
plotted versus the peak current from PITHON and the current at the time of implosion. As the current increases,
the yield increases. The large variation at a given current, up to a factor of two, does not allow an accurate
current scaling to be determined but a scaling between 12 and 14 would fit the data. Prior to increasing the current
to improve the yield, the sodium source must be refined so that the mass flow can be controlled in a systematic
fashion, thus allowing the load mass to be optimized for a given current. The plot of the pump line yield versus
implosion time, Figure 9, indicated that the yield was optimized when the implosion time was between 95 and

100 ns. This implosion time is some 15-20 ns after the peak of the current pulse

Conclusions and Future Work.

X-ray laser research on gas puff Z-pinches, focussing on the sodium-neon photopump scheme, is in progress. The
results to date of this study are that sodium implosions using a 3-TW generator have resulted in 65 GW, 2 kJ on
one shot and 2.4 kJ total yield on the best shot, being emitted in the Na X 1s2-1s2p line. Future work will require
the optimization of the sodium source so that the goal of 200-250 GW in the sodium Heq can be met. This can
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certainly be achieved by increasing the current into an optimized load and may be possible by optimizing the load
for the 3 MA that PITHON can generate at present. Since this design of sodium source does not appear to be
easily controllable, other methods of implementing the sodium source, such as the NRL capilliary discharge or a
metal vapor puff, may be tested. The neon plasma has to be characterized and the desired ionization stage
achieved, be}f‘ore fluorescence and length scaling experiments are performed to look for gain in the He-like 4-3
line at 230 A.
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Abstract

The demonstration in 1984 of amplified spontaneous emission in neon-like
selenium showed that it was possible to make a laser at soft x-ray wavelengths.
When the results of the experiment disagreed with all previous predictions in
that the predicted strongest line could not even be positivel{ identified, the
"J=0 anomaly" was introduced to the physics community. This large discrepancy
implies a serious error in our understanding of soft x-ray laser plasmas and the
problem has received a great deal of theoretical and experimental attention. 1In
this paper we summarize the work that has been done to understand the anomaly,
describe the present state of our knowledge, and propose further research.

1. Introduction

Neon-like ions have long been regog&ized [1] as potential candidates for
producing soft x-ray lasers. The 2s°2p”3s excited states have a
fagt glectric dipole radiative transition to the ground state, while the

2p°3p states can radiate to the ground state only by much slower
electric quadrupole transitions. A population inversion between the 3p and 3s
excited states should be very natural and easy to create, provided the right
plasma conditions can be obtained. This was confirmed in 1984 when amplified
spontaneous emission was first demonstrated at Lawrence Livermore National
Laboratory (LINL) [2]) in neon-like selenium by irradiating an exploding foil
target [3] with the NOVETTE laser. The same experiment introduced the "J=0
Anomalg" to the physics community. The transition predicted to have the largest
gain -5] was a 3p-3s (J=0-1) transition near 182 A. This line was not
significantly amplified in the experiment--it was not even unambiguously
identified. "Two other 3p-3s J=2-E transitions did show strong amplification, in
good agreement with prediction. But the absence of the stroungest predicted line

Tgslgiry provocative, and has inspired a number of studies of neon-like ions.

In later experiments using targets with longer gain lengths, the LLNL grou
has observed the anomalous J=8'1 transition at I182.43 A, and has measured a gain
coefficient which is significantly below the predictions. In this paper we
shall summarize the experimental results relevant to understanding the "J=0
anomaly,"” describe the theoretical efforts to resolve the discrepancy, and
propose fruitful avenues for further research.

I1. Summary of Experimental Results

Detailed gain measurements

We first discuss experiments in selenium and molybdenum, where gain has been
measured for several lines, and detailed simulations” are available for
comparison. Table 1 summarizes experimental results and theoretical predictions
for selenium. Gain has been measured for a total of five transitions, and it is
clear that all are in good agreement with the predictions (within 50%), with the
exception of the J=0-1"line at 182.43 A. Four years of work on the atomic
physics, kinetics, and propagation physics of the simulation packaée, and on
analysis of the data, has greatly improved the agreement between theory and
experiment, but the predicted gain coefficient is still larger by a factor of
more than four.

Table 2 shows detailed experimental [11] and theoretical [12] results for
molybdenum. There is agreement to within a factor of two between theory and
experiment for all observed transitions except the analogous J=0-1 transition at
141.6 A, where no gain at all is measured. Clearly, the anomaly scales to
higher Z. Note that another J=0-1 transition at 106.4 A (analogous to the
168.67 A transition in selenium) shows significant gain.
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Table 1. Comparison of measured and predicted gain coefficients (cm'l) for
neon-like selenium.

Transition Wavelength (A) Prediction Measurement
2p3p-2p3s J=2-1 (7-3 262.94 5.0 3.5
510-3 206.38 5.7 4.0
14-5 209 .78 6.2 3.8
2p3p-2p3s J=1-1 (9-3 220.28 2.8 2.2
PoP-eP (12-5 261.5 1.3 --
(theoretical)
2p3p-2p3s J=0-1 15-5 182.43 10.0 2.4
11-3 168.67 1.2 - -
15-3 113.43 1.3 --
2s3d-2s3p J=2-1 (37-33) 181.95 2.4 --

Table 2. Comparison oi measured and predicted gain coefficients (cm'l) for
neon-like melybdenum.

Transition Wavelength (A) Prediction Measurement
2p3p-2p3s J=2-1 131.03 8.5 4.1
132.70 8.4 4.2
2p3p-2p3s J=1-1 139.44 5.3 2.9
2p3p-2p3s J=0-1 141.62 5.3 --
PP 106.42 3.8 2.2

Z-scaling of gain

Gain measurements for the two strong J=2-1 transitions and the anomalous
J=0-1 transition have been made for a number of other elements. A group at
Naval Research (NRL) has measured gain in neon-like copper and germanium [13],
and recently in zinc, arsenic, and selenium [14]. The ELNL group and French
scientists at Centre d'Etudes de Limeil-Valenton [15] have measured gain for
neon-like strontium. The results are similar to those for selenium and
molybdenum; the two J=2-1 transitions show large gain, and the anomalous J=0-1
transition does not show measurable gain (although observations are complicated
bg a line coincidence with a sodium-%ike transition). Gain has also been
observed at LLNL in yttrium [2], but the results are not useful because the
J=0-1 line in that element is coincident with one of the J=2-1 transitions at
154.9 A. Significant gain is seen at this wavelength, but it is impossible to
tell how much each transition is conctributing.

These results are shown in Figure 1, along with available theoretical
redictions. The two types of transitions clearly behave differently as a
unction of Z; the gain of the J=2-1 transitions rises at low Z, flattening out

around Z=33, while the gain of the J=0-1 transition is large for low Z and falls
as Z increases. The anomaly itself also appears to change with Z; comparison
with a simulation of the copper plasma 16i shows rather good agreement for all
three transitions, but the discrepancy 1s large for selenium and molybdenum.

This scaling with Z is very thought-provoking, but is not clear whether it
is caused by di%ferences in atomic or laser physics or by different experiment :’
conditions. The lower Z experiments at NRL were performed in most cases on s!lab
tarﬁets illuminated by 1.06 pum light in a long (1.2-2.5 ns) pulse. The

hi% er Z experiments at LLNL and Limeil were done with exploding foil targets
illuminated by 0.53 um light in a short (0.5-1 ns) pulse. NRL measurements

done on explodin% foils o% selenium [14] give results similar to the LLNL
results, but preliminary analysis of Limeil experiments in germanium does not
show strong amplification of the J=0-1 transition. A series of carefully
analyzed experiments done in both laboratories on overlapping elements would
clarify this very important issue.
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Figure 1. Gain measurements and .
predictions in several elements for Figure 2. Electron temperature versus
one J=2-1 transition (squares) and time (measured from the peak of the
the anomalous J=0-1 transition optical heating pulse). Squares
(circles). For each transition, open represent measurements using stimulated
symbols represent measurements and Raman scattering and circles represent
filled symbols represent predictions. LASNEX predictions.

Plasma conditions

We next review what is known about the plasma conditions in the x-ray laser
plasma. The parameter we best understand is the electron density. Laser
interferometry experiments [(17] have provided accurate density Erofiles of an
exploding foil target at several times durin% the duration of the pulse. These
Erofiles have been compared with LASNEX simulations for a wide range of pulse

engths, laser intensities, and foil thicknesses, and overall the agreement
between theor¥ and experiments is better than a factor of two. We therefore
have some confidence in our modeling of the electron density, at least at the
scale length (= 20 um) sampled by téis experiment.

The electron temperature is more problematic; experimental measurements are
less straightforward and different techniques do not agree. The least
model -dependent method is to observe of the slope of the bound-free
recombination continuum; if the free electrons have a Maxwellian distribution,
the continuum will be a straight line with slope proportional to electron
temperature, Recently this technically difficult experiment has been performed
for an aluminum dot on plastic [18]. Analysis of detailed time- and
space-resolved x-ray spectra has revealed substantial qualitative and
quantitative disagreement with LASNEX simulations.

This discrepancX is extremely disturbing, but it is difficult to assess its
relevance to the selenium x-ray zaser problem because the plasma conditions and
target design are very different in the two experiments, and laser-plasma
interactions are strongly Z-dependent. If it should turn out that the selenium
x-ray laser plasma is much cooler than simulations predict, it will certainly
require that we rethink our understanding of the modeling. But it will probably
not completely resolve the J=0 anomaly. A LASNEX simulation with the .
temperature arbitra>~ily multiplied by O 6 shows that the decrease in collisional
excltation rates 1 “ices the gain in a.. transitions, However, a shift in the
ionization balarce -rom mostly fluorine-like to mostly neon-like reduces the
gain of the J=2-i : instions as well as the J=0-1 transition.

An upper linit oan the electron temperature in the x-raK laser plasma itself
can be ogtained fron .e spectral extent of the scattered Raman light by
assuming that t e short wavelength cutoff is due to Landau damping [19], and
that the density profile is Gaussian. Figure 2 compares the electron
temperature estimated by this method with a LASNEX prediction.
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It should be clear from this discussion that the electron temperature of the
X-ray laser plasma is not well understood. It is essential that the discrepancy
between LASN predictions and the continuum measurements be resolved, and, if
possible, that the continuum measurement be made on a target designed to more
closely resemble the x-ray laser target.

Another critical parameter is the ionization balance. This is even more
problematic because it is very difficult to model, and there is no quantitative
experimental information. Analysis of 4-2 and 5-2 radiation from different
charge states in spectra taken by a time integrated x-ray spectrometer shows
that variations in the laser and target parameters are reflected in the
ionization balance. But it is difficult to extract useful quantative results
which can be compared to simulations.

Clearly, our understanding in a primitive state. Moreover, because the
opulation mechanisms of the J=2-1 and J=0-1 transitions vary significantly as a
unction of the ionization balance, it is critical to the kinetics of the

neon-like laser scheme, and the J=0 anomaly. Experiments designed to directly
measure ground state populations of the important charge states in the laser
plasma would provide extremely useful information.

ITI., Possible Solutions to the J=0 Anomaly

The J=0 anomaly has been the subject of much interest, and many solutions
have been grogosed. We concentrate here on three major hypotheses” which have
received the bulk of theoretical and experimental attention.

Error in kinetic modeling

First, it is possible that our kinetic models do not contain all important
atomic processes. Figure 3 shows the most important population mechanisms for
the upper levels of the 182.43 A J=0-1 transition and the 209.78 A J=2-1
transition, respectively, as predicted by a steady state calculation of XRASER
(These two transitions share the same lower state.) While the J=2 upper state
Elevel 14 in selenium) is populated by several mechanisms, the J=0 upper state

level 15) is populated almost solely by collisional excitation from the
neon-like ground state. This very large J=0-0 rate is something of an

F-ltke Ground State F-ltke Ground State
29.0 2p4d
2p4s
16.8 3.4
283p
2.2
1.6 2p83d
j 30.8 2p3p J=0
2p3p J=0
p3sp \3.2
2p8p J=2
14.4 96.1
Ne-llke Ground State Ne-llke Ground State

Figure 3. Population mechanisms for upper laser levels of neon-like selenium,

as predicted by a steady state XRASER calculation for n, = 5 x 1020 em” 3
and T, = 1000 eV. The 1lonization balance of the Elasma is predicted to be
fye =*.16, fp = .45, £y, = .02, and f; = .265. The numbers shown on

the diagram represent the percentage of the total (met) flux into that level.
a. Flux into level 1 éupper level of 209.78 A J=2-1 trans;t;ong.
b. Flux into level 15 (upper level of 182.43 A J=0-1 transition

’
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anomaly--most atomic processes favor high multiplicity states. Therefore,
improving the kinetic model by including some important process will most likely
increase the relative gain of the J=2-1 transitions and reduce the J=0 anomaly.

This hypothesis has received much theoretical attention, and improvements in
the kinetic model, most notably by the inclusion of detailed dielectronic
recombination rates [7,9], have been largely responsible for the improvement in
agreement between theory and experiment. However, no single process has been
found that completely accounts for the J=0 anomaly and, even taken together, all
the improvements do not completely eliminate it. Preciselz because the kinetics
hypothesis has been so thoroughly investigated, it is unlikely that further
improvements which will have a major effect.

One potentially important effect which has not been examined in detail is
resonant enhancement of the 3-3 collisional excitation cross sections.
Generally speaking, resonant enhancement has a larger effect on more forbidden
transitions, and transitions between level 15 and the other 3p levels tend to be
strongly forbidden. Increasing these collision rates would shift population out
of low multiplicity states, and so decrease the relative gain of the J=0-1
transition. The importance of this effect is presently being investigated by
M.H. Chen, who finds that resonances of the form 2p aﬂzk’and
2p~4252' can enhance the collision cross section by as much as a
factor of two. Including the triply excited states 2p"3#° will
probably also have a significant effect, and is being investigated.

Error in collisional excitation rate

We saw in Figure 3 that level 15 is populated almost solely by a very large
J=0-0 collisional excitation rate from tﬁe round state. It is temptin
therefore to suggest that the cause of the J=0 anomaly is an error in tﬁe
calculation of this single rate. However, the best tzeoretical and experimental
evidence available does not support this conclusion.

The original gain predictions (3] were based on models in which the
ground-excited state collisional excitation cross sections were calculated in
the distorted wave approximation, which should be excellent for highly charged
ions. To test this assumption, a coupled channels calculation of the same set
of cross sections has been performed %or neon-like selenium [20]). This new
calculation accounts for mixing among the various scattering states, and also
for the effect of resonances. This calculation shows that, while resonance
enhancement is important for low lying excited states, the excitation rate into
level 15 is increased by less than 10%.

Until recently it was not possible to measure excitation cross sections for
highly charged ions, so these calculations could not be checked experimentally.
Recently, however, the Electron Beam Ion Trap [21] has make direct measurements
possible. Results for neon-like barium indicate that measured and calculated
collision cross sections near the excitation energy differ by no more than 4%.

We have noted the gain on the "other" J=0-1 line in molybdenum (see Table
2). The upper state of this transition is also Yopulated mostly by collisional
excitation from the ground state. This rate is large because the two J=0 states
are mixed by spin-orbit coupling, which increases significantly for higher Z
ions. It would be difficult to explain the observed gain for this transition if
the excitation rate for the 2p-3p (AJ=0) transitions were small.

Error in propagation

Finally, it is possible that there are errors in our modeling of the
propagation of the x-rays through the plasma. As we see in Figure 4, the
simulated time history of the J=0-1 transition is quite different from that of
the J=2-1 transitions’ (which show similar behavior). The J=0-1 transition peak
early in time, when the densit{ is high, the temperature is low, and the
neon-like fraction is relatively large. The J=2-1 transition peaks later in
time, when the plasma is hotter, less dense, and more fluorine-like. The
predicted gain for the J=0-1 transition also shows a short time duration, while
the J=2-1 gain is broader in time.

There is some evidence that these simulations are correct. In experiments
(22]) in which the time resolved output of the laser lines was cornaved with the
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timing of the optical heating pulse, the J=2-1 line peaked 30-50 ps. before the
eak of the optical laser pulse, and lasted about 270 ps. (FWHM). The J=0-1
ine peaked about 20 ps. earlier and was slightly shorter in time (250 ps.).
The times are small compared to the error in measuring the time of the optical
laser pulse, but the trends are consistent. The simulation accurately predicts
the behavior of the J=2-1 lines, but the J=0-1 line lasts longer than
predicted. This difference in timing, combined with the fact that refractive
effects are larger early in time, indicates that it might be more difficult for
the J=0-1 radiation to propagate down the plasma column.

Space-resolved data from the imaging MCPIGS spectrometer [23] shows that the
J=0-1 line is amplified in a smaller region of the plasma. Figure 6 shows
lineouts in the spatial direction of the 182.43 and 209.78 A lines. It is clear
that the source size of the J=0-1 transition is significantly smaller than the
J=2-1 line. This smaller region of strong amplification enhances any
propagation difficulties.

These results led us to estimate the effect on the J=0-1 gain of propagation
problems not included in_the simulations, for example scattering off
inhomogeneities in the plasma, diffraction non-un1formit¥ along the plasma
column due to non-uniformity in the optical laser, or finite light travel
times. We arbitrarily removed all signal prior to the peak of the optical
heating pulse. We do not expect significant propagation problems after the peak
of the pulse because densit grofiles are very smooth and because the gain and
timing measurements of the J=2-1 lines are in good agreement with theory. This
exclusion reduces the effective gain by about 40%, which implies that
propagation difficulties by themselves” are unlikely to fully explain the J=0
anomaly.

Other interesting solutions have been proposed. Apruzese et al. [6]
suggested that the selenium laser was pumped primarily by radiative
recombination after the peak of the optical pulse in a cool, primarily
fluorine-like plasma. However, timing data ?22] indicate that lasing occurs
before or near the peak of the pulse. Apruzese [24] recently pointed out that
the kinetics of the plasma may be different toward the ends of the plasma
column, where the driver laser is less intense and the plasma is cooler.
Recombination will be more important in these regions, and may boost the gain of
the J=2-1 transitions. Greater refraction in the ends of the plasma may
ircrease the difficulties of propagation discussed above [25].
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Griem [81 has proposed that plasma effects on the line shapes might
differentially affect the J=0-1 transition. It would be interesting to
further explore this h{ othesis; very little work has been done on the shape of
the laser lines. Fina Ey, Peter Hagelstein [26] has sugﬁested that the J=0-1
line is absorbed by a weak transition in a neighborin% charge state. This
hypothesis is difficult to test; there are many weak Iines in the correct
sgectral range, and their positions are not known exactly. As the anomaly is
observed in more elements, however, a series of accidental coincidences becomes
less likely.

IV. Conclusions and Discussion

Based on careful simulation of the selenium x-ray laser plasma and detailed
comparison with experimental results, some clear distinctions between the J=0-1
transition and the two_strong J=2-1 transitions have emerged. The J=0-1
inversion is created almost entirely by the very large 2p-3p AJ=0
collisional excitation rate from the ground state, %he Eiggest ain for this
transition occurs before the peak of the optical heating pulse when the plasma
is cooler, denser and more neon-like. In contrast, the J=2-1 transitions are
Eopulated by dielectronic recombination from fluorine-like ions and cascade from

igher excited states, as well as by collisional excitation. The high gain for
these transitions occurs at or after the peak of the optical pulse, when the
plasma is hotter, less dense, and more fluorine-like. This scenario is
reasonablg well supgorted by experimental evidence about the spatial and
temporal behavior of the lasing lines, although questions remain about the
temperature and ionization balance of the plasma.

We have tested three hypotheses which might explain the J=0 anomaly. The
first, that we have neglected some important process which will increase the
predicted gains of the J=2-1 lines, has been thoroughly investigated and no
previously neglected process has proven to have an effect large enough to
explain the J=0 anomaly. The second, that the calculated ground-excited state
collisional excitation rate is too large, is contradicted Ey recent experimental
and theoretical evidence. Finally, we estimated the effect of propagation
problems neglected by the simulation and found an effect too small to explain
the anomaly.

We can suggest several areas where further research may cast light on the
J=0 anomaly. %irst, measurements of ground state populations of the important
charge states in the plasma would test our modeling of the ionization balance
and allow us to sort out the influence of competing population mechanisms.
Experiments using absorption spectroscopy are currently being planned at LLNL.
Further experiments to determine the electron temperature would allow us to
explain the discrepancy between theory and experiment, and to determine the
significance of these results for the selenium x-ray laser plasma.

Second, further investigation of the apparent scaling of the J=0 anomaly
with Z would be most fruitful. We must decide whether tﬁe differences between
low and high Z elements are due to different experimental conditions by doing a
careful set of measurements on a set of overlapping elements. Then further
theoretical work will be necessary to track down tée source of any remaining
variation with Z.

Finally, further investigation of propagation issues is necessary. More
work on the temporal and spatial extent og the laser action would te{l us
whether our theoretical predictions are correct. Some investigation of the
shape of the laser lines, and the possible effects of turbulence in the plasma
would also be useful.
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